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This report is of primary interest to research workers vh) have

1 e oceasion to use factor analysis techniques. Since factor anslysis is
a hasic regearch tool, the developments descrided in this report will
be of interest to mesrch wvorkers in personnel management as vell ag
in other fields.

The technique of factor analysis is & widely wsed and inporunt
regsearch tool aimed at giving a better understending of thé under-
lying abilities that personnel classification tests measure. In the
area of test construction snd administration, the method of factor
analysis can be used to answer the question: How many traits, or
ebilities-. or for convenience, factors-- are measured by a given
test or aet of tests? Such information is used in iwproving theé
effectivencss of tests and test batteries. To date, the tectnique of
factor analysis has been developed to produce this information for the
tests used in only one study at a time, The problem arises, then, of
comparing the factors isolated in different expefimental ujhudies to
answer the further question: Are the factors isolated in each of
several studies ldentical or different? To answer such questions, it

¢ hss been necsssary to incorporate the tests from several studies into

a larger, cver-all study on & representative sample of people and thenm
apply factorisl analysis techniques. The difficvities and cost of doing
this have discoureged its beipg done,

It 18, therefore, desirable to have a technique for waking more
iemedinte comparisons of factors. The present investigation, primerily
wethodologiesl in nature, is concerned with s technique that will allow
couparison of factors when certain corditicns ere wet and wvill alza
ensble adjustrent of the factors obtained in sepavate studies so as to
syntheslze the findings, Computationsl deteils of the techaique are
degseribed, and several mwerical exzmples are preseuted to show the
procbicability of the technique,
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A ¥ETHOD JOR SYNTHESIS OF FACTOR ANALYSIS STUDISS®
- Ledyard R Tucker. )

I. Introduction

After several factor cnalysis studies in a particular dowmia .. -
have been completed, one of the major questions that occurs is how to -
synthesize results from these studies. Often there are a nuwbér of
identical tests in the seversl batteries employed in the studles. It 1s
hoped that these common tests will aid in & more firm synthesis of the
studies, The problem has been how to mke use of this identity of tests.
Cisims have been reported in the literature that rotation to siwple . B
structure will yleld invarisnce of factors, and it has been held that
the common tests could assist in identifying cor:osponding factors im
the two studies. However, sows difficulty has been encountered in this
aprroach (a8 has also been reported in the literature) ; consequently, the
need for devising a wore definite method has become clesr. In perticuler, -
it has been hoped that by some gev method two studies which have gver-
lepping tests and have been factored in accordance with L. L. Thurstone's
general theories to loadings on reference axes could be separately n;-tated
into congruence and then Jointly rotated to simple structure. )

An 1llustration of the prcblem under atitack is provided by two .
etudies conducted by the Personnel Research Section of the Personnel P.esearcli
apd Procedures Branch, Office cf the Adjutant Genersl, Department of the Army
in cooperabion with representatives of the other Armad Services. Ome study

¥:pe euthor is indedbted £0 a nurhber of staff members in the Department of
Statistical Analysis, Educational Testirvg Service, who Lave worked en
devalopmenl of the waterial of this report., Deserving of special mesntlon
ere Mra. Gertrude Diederich who assisted in the soalysir of the major -
exszuple and Hiss Angela E. Nolan who sssisted in the prepsration of the
couputing directions. Portions of the manuscript were resd by Dr. Williem
G. Mollenkopf end Dr. Frederic M. Lord, both of the Edueatioual Teating
Service Research Department, and by Miss Henrietta L, Galleg.er of the
Depertment of Statistical Analysis.
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involved Army and nmry' classification tests* vhich were given to s groxp of
Kaval Recruits after vhich a factor aunalysis vas performed including rotatioa
of axes to an orthogonal simple structure given in Table 1. This study will
be called Study A. The cther study, which vill be called Study B, involved
Army, Navy, snd Afr Yorce teats given to some Alrmen and some Soldiers. A
foctor analysis again was performed with rotation to the orthogonal siwple
structure also givent in Table 1, Ten of the variables vere comwon to the

two studies as indicated by the cross references included in the tvo tables.
Some diffi{culty :ms experienced in ddentification of the same factors ia -
the two studies. These two tables will be called mtrices P oA ‘and ¥

It is the purpcse of the yresent investigation to develop s means for ﬁnﬁn
a factor gpace coemon between such studies as detersrined by similarity of
factor loadings of tests common to the studles. This pay bde expressed w&e-

witically as attempting to discover transformation satrices ‘1' auu Txrs
such that vhen

PJrA » r'am'rmt {r.1a
Fon = Fophirs (r.13

the differences between watrices F*rA and 1" y 8T negligible for tests
overlappipng the tuwo studies. The s«.zbs*rip’cs m and M have been used to
designate the yeferenca factors in the tvo studles viile r 18 used to
degignate what we will term congruent fectors. A ard B sre used to
designate the gtvdies. The nuater of corgruernt ractors way bs less than
the nugher of fectors in eitber study.

s Once a z&% of congruent faclors bave baen Jetermined,- further
rotation of sxes 1a both studies Jolnely withia the gpase of the cone
gruent fackors can he sccenplished to rotsied congrusnt factora. b ‘-
ever the congrusace has been esgtanlished 2y of suflisient strength,
these steps should facilitate zercss atudy comparisons.

roa T’voox‘t Ti8. Cozpariecn of Army and lavy (lessiiicatlon Testls. 29
April 1949,
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Test Code Nunbers ) loadings on Rotated Factors®

(Deciml points are omitted.)

Study A Study B 1 11 111 v, >
9 26 83 ol 0 oL o8
18 1 59 21 09 01 o7
l e 87 w -w 25 01
5 23 ST -09 0L 5% 27
12 28 - s o7 16 3% 1
L 22 T et v 03 & 53
13 32 63 10 03 27T 46
14 sy €0 o co 10 30
15 33 ko o0 01 3 56
11 27 8 05 4 33 01
3 e 10 16 38 26 ©0
10 . T2 15 46 10 -2
2 . 62 22 _ 46 oL 09,
6 . 539 45 22 09 -09
T .o 45 63 00 o1 o2
8 . .s 33 8¢ 12 05 03
16 30 39 59 08 18 01
17 52 50 10 03 -03

89885 2ER88aRYERE

#These rotated factors will be ucsd 83 refarance factors in the Tollowing

analysis and will be go lateled,
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Tadle 1 (Continwed)

© ROTATED PACNOR LOADDIGS
DY 3 -
Matrix r,. .
Test Cods Nusbers Loadings oo Rotated Factors
{Decimal points are omitted.)' .
StuyA  Stetyy X nX I v Y VI vil i @X X XX X%,
18 1 A21 073 308 26 175 ks 080 Okl 061 010 OM ué
. 2 SOb 300 65 00R 00T MO -077 ore 013 o051 o 13
. s 230 061 630 A 28 o083 <200 ;a ns :g‘l 208 015
. 5 279 067 3530 @8 2% 0L -8 - 3 013 035
. s 00F X0 611 218 O 038 066 15T 0N -3 -02% oh9
. 6 W2 k2 T8 137 088 o3k kS 165 013 -00k 108 186
. 1 ~0k) 202 145 215 16k 15k o0 085 1% o35 .08 208
. 8 192 <128 049 180 I3 -9 -ONS 225 128 083 s 66
o 9 690 -0%9° 109 2T 166 2%0 -0 ur 115 052 288 obe
. 16 ~-038 070 257 51,1 o né 20 120 MS w®5
. x 290 088 1k 265 500  -033 151 246 085 390 oS
. 2 27 017 ok 156 181 50k o2 078 I35 039 256 048
. 13 590 @5 079 370 225 130 05k 2571 IS O 216 008
. b1 &8 . 128 158 160 210 -0%% 1) 120 w7 23 ors
. 15 306 w6 100 578 W7 15} -0 266 237 017 288 059
. 16 158 Okl -015 k5SS 290  10% .03 20 515 1% 206 o070
. 17 22t QG0 00 23 038 175 <016 1% g o8 o7 019
. 18 o8 otk o011 TOL )95 018 -009 Ohs 258 089 288 ors
. 19 221 @0 109 167 M4 1 -020 w®s 291 03 212 010
. 20 25 055 049 129 W7 335  -055 152 139 o2 220 ek
.e 21 187 019 13 221 370 205 <957 108 355 -1056 k66 s
5 22 090 o o0 615 228 o008 01 135 30 006 165 16
5 23 W 43 Oh9 5% 285 151 -7 118 WLt o e ok
. 2k bgp .18 117 150 Oh 102 140 k10 000 281 e
. 25 S6T 030 ©57 320 130 245  -056 284 183 -of2 33 ~069
9 o 550 (22 265 220 15k 370 -031 248 17h  ~050 .ggs{
11 27 85 -065 107 2% 581 010 154 206 086 466
12 28 231 - 128 268 359 28 009 B0 e 480 M6 020
. 29 o2h  -082 003 495 120 @50  -007 200 535 086 129 056
16,17 30 35 001 099 ;L 550 002 065 1506 008 129 .00
e 31 100 -007 095 207 366 293 -OTL 254 oL 020 215 -0%0
13 22 320 052 6L 588 186 23 015 180 %66 033 208 015
15 53 oS 105 -0M 765 -00T 153 ] 1k7 230 u07 175 -015
14 3h Wy -0ks Ok BHI3 033 172 055 £87 1T 02 270 -010
e k] oL 05T 20 1B s Gi9 o6k 617 033 -05% 1% (12}
ve % 21 113 005 07 151 0 Wp -0M1 e ooy -198 -0Th
. 37 S22 559 L1830 B3% 099 -0 020  -115 o8 220 630 - 055
e 3] 032 58 o3 123 ¢ 015 ohs 003 150 250 o8h 075
.e 39 -007 557 -0 310 -0if 055 %82 ook w025 -099 095 AR
. %o 2 616 227 15% 00 105 o2& L6s 220 050 (23 316
.e by 055 657 €00 -170  -0%3 <1205 o2 -075 -127 029 -19% <109
. k2 o1+ 663 -070 21T -017 2% 050 oc2 055  -00% V4% 224
. 43 U0 WS 113 07 120 -cl5 439 222 ~013 099 112 «050
e 4y 21 o35k L1230 305 058 L2350 -136 275 -1k PSS T R 1
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IX. Results of a Search of tia Literature

As the study of the litérature progresscd it became apparent that
publications to date could be clagsified under 4wo headings, l‘n"ut,' there has
been some controversy on invariance of results from factorial studies. BSecond,
several problems similar or related to the one we are studying have been trea
and solutions have been found, Evaluation of the materisl presented in ihe
1iterature became guided, as more materiul was covered, by & greater pracision ~Ji
in definition of the general nature of the attack we were going to make on thn
solution of the problem,

A. Contrcversy on Invariance of Factorial Resulis When Several Studies

Are Analyzed in Accordance with Thurstone's Multiple Facrvor Aualvsis
Theory.

Thurstone has suggested (25, 026, 28) that rotation of axes .{n
factor analyses to simple structure will yield invariant results for
commwon ractors under broad conditions of change from one study to
another, Several limiting conditions in which invariance could not be
expected were also noted., Specific changes for which invariance vas
claimed were:

1. ‘The battery of tects could be altered by'additicu of other
varigbles or by deletion of veriables, proviced that:

(a) The new varisbles did pot have loadlngs oun a factor
specific to one of the original variables, in which
case this previous specific fector would become a new
o won factor; however, the previous comnon factors were
invariant,

(b) The new verisbles did not hsve additional ccwmon factors
arong themzelves, in vhich case a nev comon factor or
factors would be added; however, the previous common
factors were invarimnt,

st R ) . s
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(c) The variables deleted did not eliwminate oue of the yuvtom ‘
compon factors; hovever, the other common factors remmine
invariant,

(Thurstone wvas cognizant of the fact that deletion of tests

could leave the configuretion of vectors such that the siwple
structure wvas g0 indeterninate that the rotation of axes would
not result in the same factors. Also recognized ves that addition
of new tests could help determine a simple structure previously
indeterminate,)

2. The battery of tests could be administered to different groups of
individuals, provided that:

{a) The groups werz sufficiently sinmilar so tbat the psychological
nature o7 tesks involved in the tests 4id not change.

(b) Partial special selection had not occurred betveen groups on
two or vore variables, In ihis case s new “"incidental®
comron factor would be sdded, but the siuple structure would
repain for the dommon factors,

(c) Complete specfal selection had not occurred on one or more
variables, ’

(Thurstons, in this erea of change, consideved it persdsaidle for
the factors to chsrge in correlation and for the exact values of
the non-vanishing factor loadings to charge., The fector losding
changes, however, ere approximstaly by a constant of propocrtionality
for each factor usder theoretical conditions of selection.)

Meyer (16) has experimentally demonstrated factorisl lavariance
vhen fects sre deleted fronm & babtery. He deslt explicitly with casea
in which the test deletiops left the simple structure indeterminate, In
one of three small batteries forued by a golection of the tasts med'by
the Thurstoves in a study at the eighth grade level (27), one fzetor walch
should have been present could not be identified after separate enalysis
of the smll battery end rotation to what appeared to de its simple
structure, Moyer used Thurstone's correlatlons go that oaly invariance
under test gelection was being tested. It seevs, howaver, that dsta from
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Meyer's third battery as cowpared vith Thurstone's results for &
larger 'bqt'_hery would bs 1deal for & tryout of any methods developed .
in the present project. ’

Godrref Thomson (23), applying Pearson’s and Aitken's formilation
of effects of selection, hes pointed out that univariate and multivariate
selection affected fuctorial solutions. Thurstone’s analysis of the
Teaults of these effects has been previously noted.

Cyril Burt (1) has used the correlation detween iwo sets of factor
loadings s an indication of agreement. R. B. Cattell (7) called this
a "shape correlation coefficient.” William Stephenson (22) has used the
rank corrslation coefficient in his Q-technique ss a measure of similarit
of profiles. Cattell (7) slso suggested & coefficlent of pattern simi-
larity; ’

2

r = 2k - I4

L

in ¥hich X 18 the median for X' ° on & semple of size n, the number of
teste involved, (Each & vould be the difference ia factor loadings for
one test in two analyses.) Cattell was particularly interested in
sinllarity of profi.les for two individuals and the d's would be the
difforences in their scores; but he suggested thut the cocfficient
could be applied to similarity cf factor losidings of tests in two
studies.

Two other suggestions by Cattell were revicwed, Ie one {(2) he
puggested a different wathod for deternining rutstion of axes than the
srinciple of sicple atructure. Ils sugzesticn wus to uske two studies,
veing the cave tesis in both atudier, but g¢ opereting on the groups of
subjects exsmined thet tha ﬁriability of tne tesis attributeble to one
paychological funntion would differ Yebween gravwps. Potziion would be
guided to that position where leadiaga on all Zuctors bk one would be
equal between two studles and loadings on tha cne factor would be
proportional between ztudies. WMathewatlcs for e=zcorplish:.g the desired
rasult vere pregented only for the two dimensfonal case with no winor

5
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_inconsistencies arising from such sources as sampling exrors. In
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sanother article (4) Cattell used bivariate frequency counts and
probabilities to support matching of factors after two studies
had been rotated to simple structure.

#. 8. Reybwn with J. G. Taylor in 1943 (18) and with M. J.
Raath in 1549 (19) has criticized simple structure as a basis for
rotation of axes/in factor snalysis. Young snd Householder (29)
suggested pivoting roj:ations in successive studies oa particular
tests by which they hoped & large body of Imowledge adout relations
could de built.

Points of particri«r interest in the foregoing review of
Iiterature on factorisl invariance of simple structure solutions
tc the present project sre:

1. Disagreemont exists as o whether or not to expect siuple gtrusture
Tactorial golubtions to he {nvarlent.

2. Scveral fndices for identity of factors in two studies have been
put forvard, Of wost luportance to the present project ares
{8) 4%e correlmtion coefficient betwean losdicgs en two factors.
(b) Cattell's coefficlent of pastern similarity.

3. Pcesitle effects of change in hettery analyzed by toet addition or
deletizn have Teen noted. Couson factors ey Le added when tests
are add=d or cvmmon fantors may ha doleted when feeiz ere deleted,

Ldition of teats mighi help deterulns a sirple structure while

sgh deletion might iesave the struchurs indeterninate,

G

.

Tezhs of selectlcn of the growp of subjecis vasd in a gtuly can

=
s

",

chagge tha eifent of correlations betwsen Factors sud the relative

)

sgnitude of londings of the tesls on dthe facters. In some extreme
aapag, factors may be added or delsted, Tus frotorial couposition
of teats mey change vhen groups of differsnt levels ol ablllty are

Yelng exewined,
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B. B8olutiongto Similar or Related Problems

Tvo particularly relevent developmemts have been reported in
the literature, In ane, Mosier (17) has treated the case wherd loadings
on & factor are assumed to be known and It 1s desired to locate sn
axis vhich has these loadings within swsl} differences, A least-squares
method of fitting actual loadings to tbe theoretical loadings were used,
His solution resulted in the following watrix equation: '

(A'A+ B1)A = A'V,' (xz.

vkere A is the factor satrix on reference fuctors, g is a constaut
to be deternmined, A is the colum vector with direction cosines of
the desired axis, and V 1s a columa veetcr with the theoretical
loadings to be approximated. Since the labor of solution would be

great, Mosler suggeated 26 approxiwatiom cbtained when g wvag set at
zero.

A= (ArA)Ary (11.

This would result in direction numbers Imstead of direction cosines,
and 1t would be necessary to rormalize the solution, Justification of
approximtion can be made in either of two ways: one, that £ should
be smll; and two, that the restrictlon ihat the resulting vector be
of unit length be discarded. This latier method of Justification
alters the problem to that of finding sa =xis for which the loadings
sre 83 nearly proportional to the theoret%Scal loadings as possible.
pqumticn I1.2 is a colution to this proi:len,

Harold Botelling (13) hus dealt with the situetion where there
are nct only several predictor variables %o be cowbined 3n a regreseion
equation hut also several criterie which are to be combined so that
optinum prediction cen he obtained.

Tre mwatrix equations are:

Z = Xgh (11

a;
(BB Ry Ry —AR aﬁ)A a” 0 (1z

! = 13 I1X
AL RaﬂAﬂ 1; (
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Xy is the matrix of standard scores on the criteris,
Ay fﬂ is & column vector of optimum veights for the criteria,
% ia a colum vector of optimally predictable eriterion atandard

scores,

"R_&‘1 is the matrix of predictor intercorrelatioms,
Eg_ﬁ“ the matrix of criterion intercorrelatioms,

R, =R, .1s the matrix of correlations of predictors with criteria
Lo 18 !
A is sn undetermined multiplier.
Once equations II.4 and II.5 are solved, the appropriate regression of the
predictors for the criterion Z can be obtained dy uswml methods where:

Ry, = niun a (11.6
Riz being & colwen vector of correlations of predictors with Z. Hotelling
Totes that equation II.h may be simplified by treatfzg the original criteris
§0 a8 o obtain & derived uncorrelated set to be vaed in this solution. The
matrix R, o 18 then the identity watrix and way be éropped. Equstion II.4

is then in the form for solution for princiral coeponents.

Botelling'e solution i3 of interest in the comstext of the present
project in that he wos matchlng optimslly two sepsrete sets of observations.
We will be interested in matching factor loedings of tests rather than

scores of individuels,
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III. General Conditions and Assumptions

A, Assuzrtion of Thurstone's General Theory of Factor Aralysis

Since considerable controversy exists between several systems of,
factor analysis it was felt necessary to 1imit consideration of synthesis
oi’ fector analysis studies to within a particular factorial system, that
developed by L. L. Thurstone (28), Of particular importance are the
following basic sssumptions wade in Thurstone's theory: of multiple factor
analysis, i\ 7

1. Variability of scores on & test awong wembers x")f a
population can be accounted for by variability. ;01”
underlying abilities among meazders of the popmation,
plus errors of cbeervation. -

2. Por any particular battery of tests, sore of the
abilities are common in that they contribute T
variability to scores on several tests and some
sbilities are unique to each test in the battery.

3. A linear couwbination of ability scores 1s an
adequate epproximation to the actual mode of
combination in producing test scores.

As & coasequence of the cholce of frawework it would be expected that the
wmethod of synthesis would be more likely to be satisfactory for studies
made within Thurctone's theory, A2ditional values might accrue if the
method of synthesis were found to be usahle for other factorial theoriles,
but the reasonableness ef the application would have to be geparately
evelusted, ’

Bffects of the Groups Tested.

One of the problems in gynthesizing factorial studies is that of
sbstraching common meaning in spite of the fact that different groups of
individuals have been used as the base for the several studles. Since
these bage groups are not usually selected as unbisgsed samples from the
sape popuwlation, it seemn wise to consider that they w2y have different
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parameters such as test and factor variances and intercorrelations. The .-
" base groups often are composed of the people most readily available for

testing, Some restrictious may be iwposed, but no real attempt is wade -

to obtain an unbiased sample of a previously defined population, When .

several such catch-as-catch-can groups are involved, the statistics for

these groups may well dirfer greatly. It is obvious that an adequate

wethod of synthesis must be able to cope with these inter-group differ-

ences. One restriction that must de wade in order to develop a wethod of |
synthesis is that the base groups do not differ so widely that the
factorial patterh of tests change markedly. I performance on & particular
test iz more dependent on reasoning ability for grade school children bdbut
more dependent on verceptual speed for college students, the factor patterns
would be different and use of results for this test would be wisleading
vhen attempting to synthesize the two studies., Wide differences 'betwee:.'}’
the groups must, cousequently, be considered with skepticism,

SR

"
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C. Defined Restrietions,

In the light of the foregoing discussion and the mwaterial in Appendix
A, it seems necessary that three areas of possible restrictions be considered
and that necegsary definitions be made.

1. Since the test variences are & function of the group of people vho
happen to take the tests, and the rows of the factor matrix are
affected proportionately if the units of measurements of the tests
ave chenged, it seems desirable to establish a ccoreon unit of

. meaguranent for each test teken by the several grou;:f-; This requires

a fsctor annlysis of covariasnces rather then of correlstions. When

correlations are analyzed, a set of units are lmplied which yleld

unit veriances for one particular gioup of people, When two groups
are considered with different test variances, iwo different seta of

i
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tegv units of measurement are necessary to yield correlations for
each of the groups. In Section IXT of the Appendix A, it ls shown
that a change in test wnit of measurement results in proportionate
changes in the factor loadings of the tests (See equation A,20).
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As a consequence it will be defined throughout the present developuent
that the factor watrices for the several groups will have been adjusted
80 that a /:omon unit of messurewent vill have been used for each test
acroes the several groups. The wethod for wakiag the adjustment for
units of measurement is outlined below. In this outline it is assumed
that the factor analyses have been carried out on correlations.

a, Determine for each group a desired stsndard deviation on
one test., These standard deviations are to be proportional
to the raw score standard deviationz on the test for the
groups. The average of the standard deviations over the
several groups is to de cousidered ss o weighting factor for
the test indicating the importsnce of that test in deter-
mining the synthesis of the factor anslyses. If one of the -
tests is not to be relled on very heavily in gynthesizing the
studies, the average standard deviaticn of that test can be
made low, Couversely, an important test can be given a high
welght by using a large gverage staniard deviation. In the
1llustrative pair of studies, for which the factor loadings
were given in Table 1, all tests ware 2ssigned unit aversge
standard devietions. .Table 2 presents the raw score standard
. ’ deviations in the two studlee for each test. For the first
e test, the raw score stsndard deviations were 1.73 in Study A
and 1,884 in Study B. The mean of these two standard
deviations wes 1.807. The adjusted standard deviations were
obtained by dividing the raw score standard Jeviations by the

A G L R T LA S S

[
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meaens:

957k = 1.73/1.807,
1.0429 = 1,884/1.807.
In cage this test were to have a weight differsnt from unity,

the adjusted standard daviations would have been mltiplied
by this weight.
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b. Multiply the factor loadings for the test iu the refererce .
factor mtrix for each group by the desired standard
deviation of the test for the group. Table 3 presents
adjusted factor loadings for the example, Only the tests
cormon to the two siwdies are i{ncluded in this table. In
obtaining these values, the factor loadings for each test
were multiplied by the corresponding adjusted standard
deviation. The loadings ia Table 1 for Study A test 18 were
wultiplied by .957h, the eorrespcnding adjusted standard
deviation givea in Tadle 2. Siwmilarly, the loadings in
Study B for this same test were multiplied by 1.0429. These
stepa can be stated in watrix algebra as:

.

Toen = DgF s (111.1A
Fnm = Prpfap: ) (111.18

ﬁte entries in the disgonal matrices are the adjusted standard
deviations, The subseript J is used tn designale the tests
wvith unit stendard devietions in the szparate studies and the
subseript J is used to aasignate the tests after adjustwent of
the gtandard deviatioms.

e. Repeat steps & and b for each of the rewaining tests,

d. The resulting factor matrices with adjusted standard deviations
will be used in all follocwing steps.

In acrordance with the resulia of zection 4 and equstion A.28
of Appendix A, the variances of scores on the factors will be
pernicted to very betuween the &0 studles,

Since biased selection of the groups is anticipated as possible and

Le results of section b of appendix A indiceta for thie cese that
the correlstions Vbetwesn the factors nny differ for the several groups,
n0 restriction of similar corrslations betwesen factors for the several
groups will be 4irpcsed.
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Synthesis of Studies Two at a Time,

In order to simplify the problem to some wansgeable site, . s
consideration will be given only to the case in which there are
two studies to be synthesized: When there are more studies than . -
two, 1t is hoped thet coumplete synthesization can be accomplished
by progressive synthesis f pairs of studies. .

Some Tests Common to Both Batteries, Other Tests in Either Battery.

It will be asgumed that the batteries of tests in the two factor
studies contain some overlap tests and some tests that appear in either
of the batteries but not in both. A test will be considered as an
overlap test only If 1) the test has not undergone editorial changes,
2) the time 1imits have not dbeen changed, 3) instructions have not
been chenged, L) test administration conditions are similar, and 5)
sco=ing method is the game, Synihesis of the studies will depend on
the overlasp tests omly,




Test Code Numbers
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Table 2

ADJUSTED ST STANDARD DEVIATIONS

Raw Score Standsrd Deviation

Study A Study B

18
9
5

12
I

13

1

15

11
16417

1
26
as
28
22
32
34
33

7

N

0

Study A

1.73
8.0
B8.05
12,39
8.3
6.49
5.91
7'&
10 I&
25.67.

A justed

~Standand Daviation

Study B Average Study A Study B
1.884 1.807 957k 1.0429
9 u87 8.764 L17Th 1.0825
8.485 9487 1.0513
1h g&a 13.666 .5066 1.0934
8.398 9883 1.0118
6 971 6.730 . 1,0358
6.529 6.220 29502 1,0497
8.695 7.958 9073 1.0926
12.076 11.348 ,9358 1.0642
25,038 25.354 1.0125 9875
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Study A

18
9
5
12
h
13
14
15

11
16417

Teat Code Ruzbers

Study B

1
26
23

-

?2

b3

33

83

Test Code Mumbars
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Tedle S
LOADTNOS O NEPEAXNCE PACTORS FOR OVENLAP TS978
WITH ADJUSTED STANDARD DEVIATIONS
e

Matrix rm

.

Loadings on Reference Factors
{Deciml points sre owdtted.)

StodyA stetys 1 44 ML v vy vt
18 1 565 201 086 .010 067 010
9 26 ™61 037 009 009 ©73 -009
5 23 s41 086 009 503 256 199
12 28 526 063 1k5 37 100 281
Y 22 267 039 0% L35 52 sk -
13 b~ 608 096 029 260 Lk 260 .
b1 L' 570 038 000 095 285 ©76
15 33 363 000 % 3% S08 o000
11 27 730 o7 309 ©09 000
1617 30 s28 633 104 122 011 017
i
STUDY B
Matrix !m
Loedings on Reference Factors
(Decimnl points sre omitted.) . .
T LA IIT v v Vi vIL v1liI x X Xt XI3
A% .078 316 256 182 43 083 o3 o6h -010 050 121
599 2% o1 2k9 167 oo -03% 265 188 .065 297 -ok0
gL &35 052 559 2719 159  -028 193 ko o971 2 o3
253 -00% 126 288 393 249 010 o7 488 -087 510 022
091 6335 o020 622 . 231 ol 01k 137 3By 006 167 3
331 o5  CEs 609 193 228 o% 186 379 o8 215 018
154 -G OL6 k38 gg p 113 N 616 179 c¢2s  28% .00
¢3o 135 .05 8% - 167 -0k6 161 251 -010 189 -016
ko 059 14 3 05 512 011 164 315 092 ko6 ok
311 001 098 119 37 43 002 ook 178 008 1127 -0

T T N T
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IV. Comgrusnce of Factor Matrices -

Definition of Congresnce. S

The term congrusnce is used in this development to {ndicate
a lover level of precision of coincidence than is associated with its
use in geometry. Rather than meaning that an exact fit of one matrix
to the other has been obtained, an approximate fit is to Ve indicated
by .the term. Two metrices vill be considered ss congruent if they
are generally similar, with only 'relatlvely small random differences.

In devising an index of extont of congruesnce, the concept of
being chls to replace the two matrices by an averags matrix is convenient.
Ist tho two matrices ip which we ars interested be the factor matrices
T & Fpope Thalir average can be deaignated Fipo &0d 1s obtained

by tha following equation in which lowexr case lstters designate cell
entxlas. :

L1 ™ (1/2) (T4 + fa‘ra" ‘ (Iv.1

In the index, tha differences between each element of ons matrix and
ths corresponding elsment in the average matrix ls squared and these
squexsd differences scxmed separately for esch factor. f%hie is dons for
both of thé original patricea. Sguarss of the sntriss for sech factor
in 138 average matrix are then surmed. Since 1t la imporiant that each
factor 1s corgruent, = serarate index of congruence, - 1 defined for
ench factor &3 the raiio of the sim of squarss of difiorences for the
factor to twice the sun of squares of averags loadings for the factors:
v2 ‘ 2
Hlpp = Tmed”™ * Hf5p ~ Faro)

sr:
2% e

. (iv.2

The deacminator 1s doudlsd sc as to balence the nuxber of valuss suwmed
in the nuzorator apd t2e dsnorinator. This index might best bs described
as a reasure of the sxtent to vhich 1t would be ssnulible to replace the
factor from the two studdes by the averags. A low valus would Indicate
that this would v® peszible,

When equation IV.1 1s sudbatitutsd Into equatlon IV.2, 1t 1s found tkat

2
s - T (1v.3

~

> 2
Koo * Coep)
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The index of coengruence for each factor r is then the z;a'tio of the aum
of sguares of the differences between loadings for the tests on the

fector in the two studies and the sum of squares of the sum of iosdinge
for the teats on the factor in the two studles.

_ "It 18 to be noted that the closest agreement betwesn factors
in the two studies, and thus maximum ccongruence, occurs vhen ths index
o congruence, gr,ie a minimum. A soefficient of congruence, ’r’ for
each fastor is developed in Appendix B:

PR ALV

(J e J JrB " (B.29

The relation between g and ¢r vas found to be

1-4,

.‘L+¢r

%. - . ) (B.]B
The coerficlent of congruence, ¢r’ haa similar properties to a cosfficient

of correlatlcn approaching a maximum of unity for the most precise congrusnce
end a lowsr limit of zero for the least preciss congrusnce.

Tatle 4 glves the factor lcadings of the overlap tests in the-two
studles in the oxsmple for the six factors corresponding to the six maxivs
of the coefficlent of congruence., Inapection of the loadings on factor B
roveals only exall differences botwesn the two studies, The coafficiont of
congruencs, §r, for factor B 1s .9999384% while the index for congruence, 8
is .0C0005. High congruence also occurs fox factors A, D, and B. The
congruance for factor C 13 moderately high but distinctly bolow that for those
noted atove. The congrvence for factor F is definitaly low so thst this
factor will =o% ba considered as a congruent factor. Tho congruent opsce
betwaen ths =00 atuddes i3 thevePors defined by the rivu ractors A-E.

Tadle 3 given the transformation ratrices Tm:-A 24 T used in
rotation frecm the refersnce axes of FJ - and FJMB of Tebln 5 to the congruent
factors of Takle h by equations B.1A and B.1B. The columns of these trans-
forrations heve been detormined so ag to maximize the coefflcients of
congruence {cx, 1t may be stated, to minimize the indices of congruence) .

Once the roference freme of congrusnt factors has been determined, Joint
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rotations within the congruent spuce are possible. These rotated factors
vill ale. have high coefficients of congruence. Appendix B gives the
mathematical development of the solution and Appendix C gives the
conputational procedures. .

In the example there is a five dimensional congruent space. Btudy A
has six factors which leaves one dimension ot included in the congruent
space. Table 6 glves the directiqu cosines fcr the dimension in this study
vhich 13 uncorrelated with the congruent space., This dimension constitutes
the Study A non-congruent space. Study B has a seven dimsnsional non-congruent
space. The axes given in this spacs ars mitually orthogonal and, &s a set,
orthogonsl to the congruent space. In general, it would *a expected that
cenly & portion of the space in sach of a pair of studies would be congruent, :
leaving & remainder of the space in each study non-congruent with the other
study. This sifustion can arise from esch study involving as a common factor
8026 mentfil furctlion not included in the comuon factor space of the other
sbudy. A seccad yoselbllity is that the seme factor might be intolved in
both studles, but *the overlap tests In the two studiss would not fuclude
tosts adequaiely lcadsd with thin factor 1o establish the congruence.

Meaning of un Chservsd Congruence
k4

A Basic assumption underlise the pgeneral attsmpt to coalescs
ragults from several factor enzlysis studies. This assumption ia: 1f a
wental function &8 rsprosonted by s factor in each of esveral gtudles, the
factor leadings of +tho tosnts phould be the eawe in these studies. The
Invarianco of factor loedings, then, bocomes A necessary condition for
idsutity of factera in two studles. It has beoa found, howevor, to de .
both reascunvle and mdeesary to qualify this condition whon thers i3
Uknlihnnd of Tavs2en geenp changss in tho me. tal funcbions underlyling
aifferences in tee% psriormances within the group: of psople on which the
factorial studles &ze baged. Even so, the inverlance of factor loadings
repaing 28 s beeic yrincipls. Congruent factors between two studles
sotisfy the zsvsesery cenditlon of invarlance of fuctor loadings. Theee
tvo factors may rwrvesent the pame mentsl function.
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Before concluding, howuver, that congruent lactors alvays’ )
represent; the same mental function in two studies, it 1s lwportant to
ask vhathsr factorial invariance is a sufficient oond!tiog: _The ensver
is no, invariance of factor loadings is not a aufficient condition to
1dentity of mental functions. Consider, for exsmple, a teat composed of
verbally statsd computation problems. This test, in a comprehensive atudy,
night dave loadings on a verbal factor and a computation factor. Suppose
that thia teat ia common to two gmaller studies and is the only overlap
teat In the verbal and computation domaina, Suppose, further, that in
Study A there are several othor verdal tests but no other ccmputation
tagts, sod that in Study B the reverse ia true, thers are other computation
testa but no verbal tests, In Study A the common factor space will include
the verdel factor but not the computation factor. The reversa will be true
for Study B for vhich the common factor space will include the computaticn
factor bt not the varbal factor. Remember that our verbally stated
compnding test had 1ondings on both of these factou's but was ths only overlap
ts5t in thess domalns betwesn the two studles, In this situatlon 1t would
arpaer that the verbal factor of Study A, was congrueut with the computation
factor of Study B. The mental functiens, however, would not be identical.

. Whils this example may aeem extreme, 1t demounstrates the propositicn that
invarisnce of factor losdings for a limited set of tests is not a sufficlent
conditinn for identity of factors between two studiesa. A number of other
sltvations may slao lsad to congruence of factors without identity of mental
functiccs.

e S
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R8s congruenca of faétora is, then, & nscessary but not a
surficient condliion for identlity of factors betwsen two studies. Ths
crzdeave, &2 bo identity of fastors, one can place con an obgerved cengruence
of fzcters betvesn two studles dopsnds on the extont of dats cn which the
conmusnas 48 bused, If the overlap tests 1n two studles are fow In
numbor and of limited varlety for each mental function, very litile confldence
as to ldemxtity of fuctors can bo placed on an observed congruence. In the
sxampla irars are only ten overlap tests whila thers are olx ccaron factors
and twolve =ovmron factors in the two studies, If the ten teste coveved a
ten disemeicnal sub-spece out of the twelve dimensions of Study B, perfect
congrusace would bs found for all six factors in Study A. Methoratice

L
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1.dicater this vould be necesrsirily trus. BSupposs, even, that the ten tests

were not identical between the two studies dut were artificislly matched.
Perfect identity of faotor loadings still could have been obtained. The -

congruent factors would ds a_rtirhialt

In order to avoid this situation, in so far as possidle in the -
mothod for obtaining congruent factors, the principal axes for the overlap
tests are found in each study separately and minor sxes are elimiaated until
the dimenaicnalities are reduced somewhat below the number of overlap teats.
Ths extent that this 1s poseible depends on the met.up of the two studies
and cholce of overlap tests. In the illustration, the dimensicnalitles
used vers six and eight principal axes in ths two studles. This represented
n~ reduction for Study A and a moderate ons for Study B. Artificial
congiruence will still be a major protlem in interpretation of the results.

Several rotations of axes withif the congruent space were tried
in order to find what dimonsions might be more strongly determinsd than
other dimensions. Teble 7 gives the resulting factor londings. Table.8 -
glvas the corresponding transformations from the reference axea. Loadings
botween .15 and .24 have been singly underlinsd, loadings of .25 or more
have been doudbly underlined. Fectors 4 and e have only ons teat each with
underlinea. In consuquence very little confidence can be placed in the |
meaning of the congruence of thase factors between the two studiss. Factors
a and b esch have four toste with underlines and much more confidence can be )
placed in their congrusnce. Factur o occuples an intermsdiate position,
A3z a rzsult of our 3udg~zent9‘of‘ confidence 1n an obssrved congruence, soue
of the ohasrved congruent fectors in which we havo low confidsnce can be
reclessifisd to the non-tongruent epace. TFaotora 4 and e might be so
tranaferred., The romalning factors, then, constituto the space on which
confilence of the meaning of the congrucnce cen be placed, Tahle O grananty
the factor icadings of tho non-overlap tests in the two studles on factors
a, b, and ¢. Thaue loadings and those of the overlap tesia may be inspected
Tor Anterpretation of the jtwo studles comiinid.

Waenever streng indications of 1dentity of factors is deelred by
the use of cverlop tests, we may concluds, it 18 nscessary to includo in the
study plans provision for an adequate number of overlap tests. These tests
should be varied as to form while dependlug on the seme factors. Sevaral
terallel foras of each of & feow teats will not be an improvement over
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ineluding only one form of each test. Thsse parallel forms will not provido -
distlnctive data on wvhich to base confidence in an observed congruence. '
Basically , then, confidence in observed similarities between results of two .
studies dependn on adequate experimental design. Methods of analysis can

then be of assistance.
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Referencs Congruent Psctors ° ...~ -
. . _TFactors A B c D ) JR 4. SN :

1 4786 1156 -.2175 ~.0188 0372 -.12k9
11 3765 0829  L3U0O -.0972 .3260 1T
141 -.5678 7978 L1197  Jb222 -.8345 6199 T
iv . ‘00015 2‘0&3"9 '55@ .2500 02159’ ";ls‘osl . =
. 018 .,3283 L0456 .99k o.bh10- (35h9 -
vi - k190 -.263% -.5835 .T162 (3301 .3955 L

g ) STUDY B
T3
H E
£ Matrix T, o
} \i : Reference . Congruent Paators s
T ] _Fagtors A B ¢ D _E o |
- — 7 : i
£ I 1584 -,0729 -.634k -.0656 -.0529 3057 |

] 1 JA545  -,1661 L1053 -.1769 L1405 -.1439 *
= 3 III Aad .159!" 01217 - 02053 0&16 ~ 12% 0639," ‘
" - v J097  -.3825 L1095 -.3203 -.7h1 L1678
E v 3365 -.3766 L0097 L0739 65B5  .1293
L VI B015 5972 6959 -.1570  LOURD  -.0269
5 Vi ~1792 0149 .,1208 L1086 -.1020 L1910
YIII U8 1368 -.2637 <ATT3 L1852 <.0268
L b4 -.1983 ..2664 .o52hk  .507h .0oh2 -.2088
E X -,1803  .1450 3323 Li6TL -.1605 -.5283
X1 -.3897  JhoOh -.0523 L3630 -.4h35 L1459

. XIL 4391 L0301 -.1371 LG9 ..2581 .2066
53 ’
#Congruent Factor F had such a low coefficient of congruency
t that it was elimineted frowm the congruent spsce.
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DIRECTION COSINES OF NON-CORGRUENT FACTORS
STUDY A
Matrix A

Non-Congruent Factor

5IUDY B

MatriquMvB

1
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7592
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Table 8

TRANSFORMATION T0 ROTATED CONGRUENT ucmia
FROM REFERENCE PACTORS

STUDY A Mastrix T,

Referecce Rotated Congruant Factors
- Fuctors [ b e 4 [

1 ohssa “00752 -om "oom “'00173
ii "02085 -y 03435 oolml - 0137" .h9?2
111 A 3343 «,1220 -.073)1 L9301 0369
iv -.6100 5790 .2769 0906 .5285
v 048 «,5297 7R -,0567 -.3316
'1 02558 07629 -.&53 “lol% "01750

STUDY B Matrix i'x <8’

Refersvce Rotated Congruent Foctors
Factors a b -] 4 8

1 7558 4,017 -.21h9 «,1783 o Bi11
11 w0272 =, 0270 L1768 =.1925 150k
m . 1371“ -a 0570 “. 168]. . 0799 - 02273
> L0210 ~,0886 .5585 «.1060 «.07TT9
A4 o066 3592 2186 4190 W06

VI had ] ’4992 - 3‘1{—65 02638 0&05 .
vt ,0395  ,0603 «.0935 0880 -,1629
YIx D256 -, 0025 «.0560 3056 -.0216
K e 2188 . 6"*55 -3 1669 . 2038 . 70
K nd "'LGOO . 595“ -0@00 02‘952 517&
II ‘01090 .060’} ".1797 05336 -;3135
Fesy -.0799 .3062 -,1889 BUT9 -.2725
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WATRIX 7, WATRIX 7,
Losdings on Rotated

Test Code Congruent Factors
Kusbers ) b -] 5

- Loadings o Rotated
Test Code Congruent: Yactors: -
Nubers . [ » e
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_ APPENDIX A
TESORY OF MULTIPLE PACTOR ANALYSIS OF COVARTIANCE

Multiple factor sualysis has been developed using & restrictive dafinition -
concerning the unit of measuremput for each variable, be it a test or s .
factor, such that unit varimnce is obtalned for the group of pecple on whom
the study is based. The initial equatfon:relating test scores to factor
loadings and factor scores is comonly written in terms of standard scores
for tests and t;ctorn. The units of peasurwmsnt are trestsd as "floating”,
taking such values as yield unit test o factor variances for the grovp
coucernsd, It 1s the puxpose of thesa notes to deriva ithe theory of wmultipls
factor snclyeis when the variances are parmitted to have any values, thus
perzitting the units of messurerent to be othervise defined. This is &
necegsary step vhen several groups of prople sre used for different fector
analysea of tha sune teonts, gince thews diffsrent groups are likely to have
Gifcerent vsrisncas of scores vhasn the units of messurezent of the variables
ara held constant for the seversl groups.

1. Geasral Factorial Eountlon for Covariancsa,

-

Feuation A.1 1s the usurl Inftisl linear oquation used in foctor
sualysis, In it and subgeguant equaticns, caplital letters are used o ﬁasiéaste
r2trizss, and lower caso ledbers sre used to éralgvate cell entries In the
corresponding matrices. Subseripta are atiteched both to webelx desigustions
and to call entry fezizuations for comvanisuce 4a lzeping track of the weristles
imvelved, Pordicouvlar robailon used in this goctlon is s fullot

T = nucher cf psorlae in the grovy,
X » gatrix of scoray,
C = matrix of verispces sod covarianczs,
F w apivig ot factor loadings,
i » pubzeript desigestisg individusl porson,
J sed K e un sliezmobs polir of sobporiyts deelgrating tests, and

P end @ = s altersate poir of subseripts desiguatisg factors.

Ezvetion A.1 13 treuns

K4 b }.'1
7 Tt (



i

}

‘rMoI-M

N A G PR TR A s O Y A 2 WV_WLM.WW
"

‘nuf—wmsw‘mmwmmwmmmmw‘—mmwnmw

m\u‘mw-‘nmmw‘m [ T - TV AT ] I | W AT T WM

et by

b AV T A e R e L1
el

T an e AP et O R

wp oo

. P e X

. - - .- - S - Tl A

s . R ..",,,..‘tf’éc_z ,fr,f-‘i»'f;,:‘*;"fg': P A T
- AN I I - o A VG O ol 5 i D T

e € i ST i e b 0 LA

FRPTSII DYUI T RSRARITNEN S Y

B A

sl

r

=33-

These scores are deviation sacores, dut no restriction is placed on their
variances. m_ rvestriction of deviation scores is of nc iagportance since .
corrections for means on the factor scores leads to correction for means
of the test scores without requiring a change in the factor matrix. As

s consequence we shall ignore any difference in means between groups,
sseuning that within-group deviation scores are used in all ceses. (This
action would not be warranted if groups wese to be combined.)

Equation A,2 and A.S are the usual ones for tables of varimnces and covariancess

ch L ‘l/n)xdixiﬁ H - (A2
Coq ™ (1,&«):91:&&1 o “is

When equation A,1 is substituted into equation A.2,

cdk - (:Lln)i'apx pix&irh (A%

Eliminating the factore-score metrices of equation A.% by uoting that the
right-hand side of equation A.3 1is involved in eguation A.L,

' A,
O ” Ti’nie a.5
Equation A.5 1is the general factorial eguation for coverisunces.

2. ‘Transtormation of Factors.

In this section an induetive process In which it iz asswsed that
trareforzations are possible seeryt appropriate, and the prool consiste of
o dswonstration thot this sssumpbion ylields consistent results.

Let TE. r b2 any sgusrs mabtrix of an ordsr equrl %o the number of

factors and for which an inverse axists. It 18 owr assumpiion thet this matrix

ean transform ore factorial matrix, with factors p (alternate sudscript q), into
another factorial matelx, with fectora v (r1tsrnate of subseript g), by eguatica
A.Go.

F
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Substitution of equation A.6b into equation A.l yields:

Xy, = ’ar'”p:’pi (A7
let the following definition of tranaformation of scores be made:

= ; X, = '”;:-‘px . (A.8a
g
?
b

[

Wt e
N

s

i, ) 0 R @ et i
. ol | an .

s Ipi = Tprxri . (A.Bb
‘B B R Yquation A.7 then becomes: %
= ;, . B . A
SRR S Xon® Fakey (.9
%é :'3’ B - 7;; 3 . =
o : . Fquation A.9 reproduces squation A,1 with factors r replacing factors p.
; Equation A.5 can be immwdlatedly re-written for factors r:
- t
Cype = FiuCrgity + (A.20

TRy

. Similarity of equation A.8b to equation A.9, if matrix T is considered
%o be a factorial matrix for factors p in terms of factors r, pernits equation
A.10 to be re-wriiten.

C_wT O M, (A.11p

1 Cproreqe
¢ wrig mict (A.11a

rs  pruyqggs ’

STk e i e B

{Tho firast of thees equations 1a labelad A.11b and ths sacond A.lla so

]

3 as to Yo ccnsistent with equatioss A.6 end A.B. The a ecuations relate .
,3 factors r to factora p and the b equatloas rslate factors p to factors
; r.) Substitution of equation A.lla into equation A.10 yields:

i Ly Ly

3 T LM .

i ¢ ™ ¥ JX‘T rcm-éa KA {A.12

; Noting thet the first two matrices on the right of equatlon A.12

? roprodues the rigat-hond side of equsticn A.6b and that the Isst two matxices
i

i

20 B S . W TR M m T wm, Gkt s, v a B Tt furt :‘:»“,;:3}!’L{?‘“{-‘{‘-"‘T‘:‘L&i’-q":’“’”‘"f"‘"‘:*""”;";:ﬂ":',"l
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of equation A.12 are the transposs of the right-hand side of equation
A.6b, the corresponding substitutions yield equation A.5. Thus the
synten is internally consistent and the traneformation of factors is
woasidle, :

Since there are an infinitely large number of matrices which
sstisfy the restrictions that they are of the order equal.to the numter of
factors and possess an inverse, there are as many possible sets of factors

]

vhich satisly equation A.5, Or A.20. This is the same prodlem as encountered

in the normal factor analysis of correlations, and the solution yroposed dy
Thurstone, that traneformation be to a simple structure, is appropriate for

-

the factor analysis of covariances. Actually, factor analysis of correlation :

is a special case of factor analysis of covariances in vhich the additional

definition i imposed that tho variances (diagonal ontries in the C matrices)
be unity. Zxistence of & mimple 3tructure, however, will not ccmpletely solve’

the probiem for factir analyeis of covariances. There remainas a problem of
changes in the size of the units of measurement for the factors. '

Iat there be a change in size of unit of msasuremsnt tran’factore

r to factors R, This results in a proporticnal changs of all scoros on each

factor, Eguation A.13 accomplishes these proportional changee where e
diagonal entries in DrR are the constante of proportionally.

LR (r.13

In oxdsr to simplify the algobra, the scorss on factors r wers considered
as proportional to the ecores on factors BR. Equation A.13 is sinilar to
equation A.8b, in that in A.13 fectors r sre being txanaformed to factors
R by the matrix D o Just as factors p vers traneformed to factors r by tue
matrix ?.EE in equativn A.8. Equation A.6a 1s then ro-written:

F (AL

2" FoPem o
In this cass, than, the columng of faotor Joadinga on factors R are
proporticnal to the loadings on factors x. Thu configuration of zero
factor lcadings 18 unchanged by this transformation and the aimple-
structure remains, Fquation A.lla may he ra-written,
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B8ince the factors are not directly observed, no experimentally
determined set of units of measurement exists, This poses a dileamna, for
any sst can be used and the simple structure will remain. Yor any single
faotor analysis the factor units of measurement can be left as unknown and
a restriction placed on the variances of the factor scores. Thus the
diagonal entires in the covariance matrix Cpg can be defined as sowe
conetant such as unity. When several factor analyses on different
groups sic being considered, this simple molution is ipappropriate, for
the resulting units of measurement may be of different sizes for the
severasl groupa.

3, Tranuformation of Tests

Two types of trenofommatiors of the tests are of interest.
In theory, the typs in which vweighted eums of the tests are taken as new
variables is tie mors gensral ard includes as a specisl case the second
type in which the units of messuveuent of the teuts are changpd =so as to
chengs the scores proporticnally. Iet it be desired to obtain varlabdles
h from tests | by a wolghiing matrix Yﬂ in accordance with thus eguations

If equation A.1l is pre-multiplied dy Vh J:
L JJ: T LY JF Jpxpi . (a.17

The wight-hand eide of this equation can be simplified ty the following
def nition:

2 w . .

Fpp = ¥ iFip (a.18
When equations A.16 and A.13 are wubstituted into egquation A1T:

L.,=F X (A.19

hi hp'pl
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Iquation A.19 is similar b0 equation A.1l and .all of the dnrivationo of
sections ) and .2 apply to the variables h, It is to bo notod that there
vas no change in the factors or factor scores.

If a changeis 40 bv made in the units of measurement of the
tests so that test § becimes test J, the welght matrix of equation A6
becomes a diagonal matrix so that the scores on each teat are changod
proportionally. The weight matrix can be designated by ?ﬂ for this case.
Then, if the subscript J is substituted for h and the mairix DJ, is -
substituted for YPJ’ oquations A.16-A.19 give the relations £Or the tests
with new units of measursment. A result of this 1gu that the analysis may
be carried through with one set of units for the tests and the factor
matrix cen be transformed for a nevw eet of units. For sake of later
convenience equation A.18 is re-writien with the necessary chenges indicated
above :

¥y = DyyF e (A.20 )

L, PEffects of Batwean-Group Differences

In this sectlion it 1s assumed that the same btattery of tests
and set of factors are involved for two or more groups. Xquation A1 :
18 asauzed to hold for each group individwally. It is relatively chvicus 3
that within-group meane scores can b9 ignored providad that the groups
ars not to be combinsd., Doviation scores within each group can be
¢htalned without changing the fectorial matrix, and therafors will be
uscd, let thore bs two groups, A and B. Equatlon A.l then expands to:

Xya = FyXesn (a.214
- A.21B
Xyp * FarFeane - (

(Capitel latisre are usedat tho end of equation numbers to lndicete tha
groups, A or B, to which the eguatien avplies,) Tt ie sseursd that the
groups ars sufficlently similar that tho facteriel neturs of the teets
remaln wonlteved, If this is true, then for any partloniar individual
it ehould not mattsr witain which group ho i coneidored =0 far as tho
factorial equation for his acores 18 concernmeds The fechorial squabl
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should therefore be parallel,with ths sams factor matrix F as showm
in agquation A.21. The matricea X A X B xr“, and er ifter only
vith respact to which people are included in the groups A and B. By

equation A,5:

Cyn ® FyCroafiar (A.22a
Cyp = F5raptie’ ) (A.228

An implicit assumption in equation A.21 and A,22 is that &
single unit of measurement exista for each factor and is coammon for the
two groups. As proviously noted, %he unit of maasurement cannot ba
otearvad for factors. Consequently 1t ie necessary to derive the relatioms
botwesn fector nmatrices for the two groups when ths group factor variances
are defined to be sume constent. Huploying the transformations of equations
A.13-A.15 and noting that the matrices DrR are parilcular to the groups: )

—p—i—e

1

Xoqy ™ D;RA X 1ps (a.23a
Ly .1 » -
Lip * DrReriB P {A.23B
Fm = FJrDrRA f . (A.2%A
Frg ™ ¥ P Perp } (a.24B
-1 -1 .
Caza ™ Pamalronlasa (a.234
-1 -1
cm}} = DrRBCr aBDr;ss . {A.25B -

It i3 to be noted in aquetions A.2% that tus factor zatrices
for fantors R ooy have a subscriph designating group. When ,yuations 4.2k

aro solved simmltenscusly so es Lo elilminaie ¥ 1?
oo

-1
Fom ® B ualrnnlrne (a.26
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It is possivle to combine the two diagonal matrices by defining:

Dp * plern: et
Then
Fire = ¥ malran’ ~ (a.28

Thus the two factor matrices are proporticnal by columns. It is of.
intereat that the diagonal entrdies in DRAB aye. the ratios of the wariances
on facters r for group B to thoss for group A.

Even though the covariance matrices cRSA and cRSB have the

sams diagonal values, the off-diagonal entries will differ due to
sampling effects, either from random sampling or selédctive sampling.

If, as mignt be usual, the factor variances vere to be def'ined as unity,
these covariance matrices would bacome the corrslation matrices hetwesn
the factors for the two different groups. under the assumption that the
factors have some reality (which is necessary for any of thim davelopment
and any hope that the asme factors are operative for the two groups), it
would bo expectod that the correlatlion matrices for the two groups would
aiffer.
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- APPENDIX B

DETAILS OF MINIMIM SOIl’fION YOR INDEX OF CONGRUENCE

In equation IV.3 the formula for the index of congruence for
each factor wanm given as:

5 g = Tp)”
" Y T * T (o3

It 1o desired to determine the factors 80 as to minimize e,

Consider that the analyses for the two studies have been factozed
iv uncorrelated reference factors for the groups involved. Any set of
orthogonal fectors may be used vhether they are the original factors obtained
or an orthogonal rotation from the original factors. ILet m represent tbe
referonce facltors for study A and M reprssent the xeference factors for
etudy B. Thon by equation A.6a:

Fora = FJmAwmjA' (3.14
For ® Tam'Mrn® (s.18

(The last lstter of equation musber indicates to which study the equation
aprlies. When both studiss are involvsd, no letter will be used.) Writing
thesa equations in sumational notation:

£rn ™ g £ oabora? {B.2A
{3.2B
58 ™ & Lomturs’
Uhen squation B.2 axe substituted into the index of congruance in
squation IV.3,
2
_J;z (mz fomalora - & f3ntiurs) . (3.3

& - ;
% (5 fonborn * § Tomturs)
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Inspection of equation B.3 reveals that all t's can de multiplied
by some constant without altering the value of (. 8 This is true decauss the
constant enters into each ters in & similar manner, can be factored out, and
then cancelled from numerator and denominator. Yherefore, it .is possibls to

define a condition that the dencainator equals eome constant K without limiting

the generality of the solution. The .equation giving this condition 1s

@ = ZEaatorn Tantwen) - k=0, (3.4

and B.3 becomes 15(sr_ ¢ -Zf tMrB)'

gra-x-Jmm.mrA MJMIB (3.5

Using laGrangs's system of undetermined multiplsrs, the minimum can be
obtained when .

=t A W"‘r = 0. (3.6A
mrA  © O Ve
Subatituting the indicated partial derivatives into B.6A, -

(2 € atoen =L 7 Z L onbnra

+
soabora " § Tomhen) foma * 2P

+ g fthrB) Lmp = 00 {B.7A

When the equation is expanded, a2nd terms are regrouped,

2% Z(z
XJ J

(14 KBIL £, 0 (B L0 gborn) = Q= B3 2 05 ( Taphus)- (.64

Writing this #2quation in matrix form,

(L +xg) FimaF smaTpes ™ (1-ERJ)F L ¥ i Tarn. (3.9A
r {1-x8)
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8imilarly, finding derivatives with respect to .
ter leads to . .

Fae® sbora = 9 e 0 ien’ (3.18
(Equation B.11B can be written from B.1lA by interchanging m's snd
M's, and A's and B's.) ’

The meaning of § can be cbtained by premultiplying egmation
B.1IA by T' . ¥hich gives

Sbbra e

TﬁrAF.'rmAFMTMrB‘f”T' FeF T . {8.12A

Substituting from ogquations B.1A and B.1B yislis

Frea®53 * PeFbeaFoear {3.13
Writirg equation B.13 in summational rctution,
i 5‘: erAerB " ¢r§' I:s;:rA‘ (2.244
= or 2
Lr_.f
g = fgrA JrB - {®.154
3 Toea
- Sinilarly from sguation B.11B 1t can be shown that
1
3 if,..?
¥ ¢ S JrA"Jrd , {3,153
3 roong2
- J JrB
k|
P Roting ihat the mumerators of equations B.15A and 3.15D are equsl,
3 thess equations solved simultaneously glve
: .
i § f‘?Ir = § f3:'13 {z.16

.
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Thersfore, the sum of squares of loadings in one study am a congruent
factor is squal t0 the-sum of aquares of lcadings in the other study on this
facior. . .

In order to relate 'r and g, equation IV.3 1s expanded to

-,

7 T5ea * § £33 = 2% Torafam

" LR i o . (.17
Eroa* 3 Toen * 2 Toafns
Substitutions from egquations B.15A, B.15B, and B.16 yleld
1-4
SO .
&= 17 R (s.18
r

Froz eguation 3.1 1t s 0 be noted that g, is & minimum when §_ s a
maximm. (Only the positive range of §, nacd be considered.) Haking use
of equation B,16, equation B.15A may be rewritten:

o]

£ L
g = 1 JeA JrB , (B.19
* A5 G (5 g

vhich 1s slmilar to the formula for the product-moment corrslation between
ths lcedings ¢a factor r for studles A and B. The differesnce fram the equation
for a correlation 1s thet no corrections are rade in this case for means of
the factor loadingu. Thus, ¢r might be called » coefficlent of congruence.

This 18 in contrust with B Poing called an indux of congruence.

Ons consaquoncs of egustion B.19 18 thal Qr can mavor be greater
than unity. A value of umity would Inglcate perfech cengrusnce of the factor
in the two studins. Valuss of ¢r Isas than unity -°lcetis wvarious degroes of
congruancs down to no congeuence ab a valus of rers. For zzsctical purposes it
may b deafrable to aet up soms value of g,ir laga thin uniby vhish will 3o
regarded as acceptadle for indicating ths ldentity of the fmctors in the two
studies. Hovover, no gulding values have yut been developsd, end 1t seonme
proper to delay spocifying any mi_ni:»nélly acceptanlo welus of the ccefficlant
of congruenze until adequate experience in tas appiicaticn of the wethod has
beon galned.
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In solving equations B.11A ard B.11B it seems advisabdle to

obtain the latent roots sad latent vectors of the matrices (F50aT son)
and (rmrm). Lot A, te an orthogonal transferiation cantaining the'

latent vectors and g , be a diagonal matrix containing the 1atent roots
of (r& mAFJuA" Then,

(¥ 2mn) = Amph Bpa Appa? (3.204

See Tahbles 10 and 1ll.

The latent vectors are frequently called principal axea in fector ainalyaiu.

lot the matrix of factor loadings on the principal axzes be rJ oA’ Then,
FJpA = FJmAJ‘mpA; _ {B.21A
Fren = Fom Anese (B.218
Seo Table 12,
8ince Am oA is an orthogonal matrix,
FJEA = FJpAA;n})A“ (B.22A
Trom * Fopaturn’ (B.22B

Substitution of egvation 3.22A inequaticn B.20A and simplifiesticn ylslds

15’1;\ " FijFJ A {B.23A
81 ° FlogFum (B.238

Each latont root, locatsd in the diagonal of ‘gz:é’ iz ths sum
of sguarss of the corrssponiling column of FJyﬁf The srinsirzi axis with the
smallast Jatent root Las ithe proparty of being the fasier im the space defined
by FJ A #ith the minimun eun of squares of lcedings. Tie prizmcipal axls with

the next o swallest lstent root has the misimm sum of sguarss in the epace
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orthogonal to the principal axis with the smallset latent root, Similar
statspents concerning minimum sum of squares of loadings can be made C
ccncerning the remaining principal axes, taking them in order from smallest
to largest, in each cass considering the space arthogonal to the precesding
axes, Since the latent roots are these sums of squares of the loadings on
the principal axes, these roots represent indices of the extent to0 which the

" tests project into the dimensicne represented by the principal axes, When.

over a latent root is zero, all tests must have zezu loadings on that principal
exis, As indicated in detail later, this conditicm of a zero latent root
causes the solution to equations B.llA and B.11B to be non-\mique.r A exall,
but non-zero latent root indicetes small loadings. Thls condition is likely
to occur when the overlap tests represent some of the factors in the study

but have only small random loadings on the other factors. Such principal

axs3 with, small latent roots may be delegated to a mon-congruent epace of the
study by limiting the congruent factors to the spacs defined by the principal
axes with significant latent roots. Study B, the fowr principal axes with
smalleat latent roots were placed in the non-congruszt space. No precise rule
has beson developed for dividing between those princizsl axes to be delsgated

to the non-congruent space and the axes to be used ia determining the congruent
space. It is important, however, to exclude from %ke congruent apace those
dimensions into which the overlep tests have small yrolections,

Considsr, for the present, that no latent vsctors have been
dropped framd, oA (orAmB) and substibtute equstion .22A into equation B.1A,
Then: .

™ = *
“sea ™ Fopa 'mpa Tura (B.24A
]
Frm * Frop Myrn Durpt (B.248
Define:
TprA = Ahm Tora? (B.23A
]
Tors = A yey Tep' (8.258

Then, from equation B.2LA:

= LU B.26A
Fres = Frpa®prad (
Fooo= F_ T + (B.26B
Jra JP3 PrB
B e i e ,%%mxﬁ.;;%;i??égggfﬁﬁﬂv.g%gﬁ%gﬁagﬁafr{ . :i-ir <. '__7‘%5 ::..’.;‘T:‘%:{.w_;‘ —-
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V¥hen equation B.‘25A is solvad for rm\,

Toeh ™ dapalpral - (3.274
’Mﬂ » m’f » (3.278

Substitution of equationa B.ZOA, B.22B, and B.23A into equation B.llA ylelds:

AT oaTren A e MrB * Frdpa Bpu AupaTuras - (Be28A

Simplification by means of equation B.25 ylelds:

¥ ¥ sepT prB ¢r3MwDrA. ) (B.29A

Similarly:

FJPAT;::A = grEPBTPrB' (B.298
The natrix product Fy pAFJPB for the sxample is given in Table 13.

Consider now the case when one of the latent roots in one of the )
studles 1s zero. Withcut loss of genorality of the developmemt, the last
latsnt root for study A can be taken as the particular zers iatent root, Any
othor latant rcot could have been chosen, it is merely s mutter of convenisnce
Ths last diagonal entry in ﬂm ig then zero. Since ﬂ is a Alsgonal matrix,
ths product ‘BPI\ ra in squation B.21A resultz in the rcwa ora being
rulticlied by the corresponding latent roots. The lash entry in T prA is, thus,
wultiplied by zero. When a latent root is zoro, howevar, the loadings on the
corroapording principal axls are zero. The last row of ¥ “5 » therefore, lLas
z6r0 entries and the last entry in the product Fyny J’PB‘?PrB is rero. Thevefore,

J

o==¢r .O.QM,

whez‘etqrA 18 used to dencts the leet entry in Tp . This equa%ion is true
no watter what value is glven to tqrA’ In oquation B.2¢B, the lazet column

of erA is zero; and, thersfore, tho value of tl‘I'A does not affect the

equation. The concluslon is then thet the value of tqrA 1s no3 dsternined -
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by equation B.29A and B.29B vhen the corresponding latent root 1 zero.
Thus, in this case, the solution is not unique. It is reasonabls, however,
%o assign a value of gexo to tqrA’ The congrusnt factors, then, will not
involve this principal axis which can, thus, de delagated to the non-
congruent space,

Other principal axes can be delegated to the non-congruent space
by defining the corresponding entry in.Im‘A (o T, 5) to be zero. Whenever
any of the entriss in TprA are defined as taro, thess entries, the
corresponding columnns of Frpp od Anpa {or ¥ acd AMPB)’ and corresponding
rows and columns of 8 A {org pA) can be dropped without affecting equations
B.26A, B.27A, or B.29A (or {he corresponding B equetions.) In the folloving
developments, it will be considered that these matrices have been ao reduced,

Coneider the cass when there aro &s mary algnificant latent roots

in one study as overlep tests. L oA {or rm) 1a sguare, This matrix then

will poesess an inverse. Xquation B.29A can be soiwed for TyrA:

oAt r;};&rm'rprn.- , (B.!'.JOA
¢r i unity for all T .. Any values can be assigzed to Tppond a .

be obtained. Thus, purfect congruence has been odtainsd as a mathematical
ne~ereily lrrespsctive of the charactoristics of the teats in the other

study. No confidence can be placod in tha obscrvesc=a of such a congrusnce

of factors.

Sinze only thoms principal axes have beex retained that have
aignificant latont roots the Smatrices ere non-sinardar and possess inverses.
It 18 now aneumed that there are more overlap tegts than signlficent latent roots
in either study. It is convenlent to define the columm vectors:

1
=

M, = thATprA; (B.31A
Y

=42 H .31

Mr’B 8 PBTPrB‘ (8.313
-2 -

G= gIF F (3% . (.32
pA JpA” JPBY B

The matrix G for ths example is given in Table 1h.
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48.
Solution of equatios 3.31A for T ea Tioldes
P -ﬁ"u 3 ' (8.35A R
prA  FpATTA %S
‘ e
T --.8."L T (s.33B )
rr8 " A’ ) 3!
‘ 2
Substitution of these equations into equation B.29A ylelds: -
SH, = ¢rnrA (B.34A
G'M, = ¢r“rn (8.34B
Solution of eguation B.34 B for M, substitution in equstion B.3kA,
and sinmplification ylelds:
GaM_, = ¢:M A (B.85A
Similarly:
G'G‘rh = ¢: MrB- (30358
Dsfine:
HA Lol GG’; (Bum
Ey = G'G. . (8.568
o0 Tabla 14,
Then: E
- U3 b i!'
H iy = Giheas (8.37A O
Y

Btp = $ . (8.378

The matrices 3, and EB are Gromien vith istent rosts ¢; and
latent vectors A*A
for the two matrices. For ench latant roob there i3 a latent vector A vA for

KA and a laten% vactor Ag for H‘B' Table 15 gives the results for the exampls

and Ay The nen-vendahipg latent roots are identical
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Wen M, and M o are defined as proportional to the latent vectors, :
equations 1.37A and B.37B are solved since these equations are in a standard’
form for latent roots and vectors. Then:

Ma=Ap o (B.364
Mp=igd. . (B.388

Né’oo that the same conatant of proportionality, dr’ is used for both studies.

Substitution of equations B.38A and B.38B into equations B.33A
and B.53B ylelds: ’

»

TprA = 3;3\ Appdys (8.59A
Y | . ’ (8.398
B " F %

Subatitution of thess equations in B.27A and B.27B yields:

- -4 .
TmrA AmpA ﬂpAArA ! (BA0A
4
Tuen “Aurn Apn Arades (B.hoB

It 1s convenlant to define:

-
L Ampi.ﬁg-& Apa ' (8.51a
Tirs = duza®enirn | (5423
838 Table 1S,
Thon:
Towa ™ anA d. (3.k2A

Born ™ Teen Oy {8.42B
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The constant, 4, (cne for each congrusnt factor) can be determined such
that the averags sum of squares of the qxt;ien in ‘.l'm_A and 'I'“r, is unity:

bme, sz -1 (8.4

This is similar to the usual practice in faotor analysis of .mking the sums
of squares of entries in a factor transforsmation veotor unity, In this case,
ths trenuformation vectors for the two studies can not be normalized
separately. 1t ia, then, reasonable to mormalize the two vectors on the
sverage. Jn order to acoomplich this step:

d = X - —
r 4 9
1(}&_( EToA * & T an')s (8.4

vhers the /'8 are the entries in the T vectors. Tdols 16 contalna the d.'s
for the exanpls. The transforzation matxices TmrA and TMrB are in Table 5.

¥hen the transformations to congruent factors, T A and !MrB have
boen determined, toe matrices Fy ., amd Fo o of loadings on the congruent
factors can e obtained ty eguations B.1A and B.1B, Table 4 contains these
natricos of Jondings on congruent factors for the example.

The cesputing procedurs given in Appondix C 1s based on the
foregoing nquations, A simplification of steps was obtalned by defining

-

121 = . .
“mph A 3oL Bpk’ (B.45A

-
Tura = A yog Szp° (3.45B

Only those princizal axes with aigpifisant latent roots aro included in these
synaticna. Substitubion of squationa B.214, B.21B, B.hSA, and B.4SB into
eguation B.32 ylslds:

G = Fr o®. )T, . (B.46

Tapn Fionf e
7ith the dstiniticae of squations B.USA =ni B.45B, equations B.41A and 3.4IB

Tacoma

T (3.k7A

?mr}\ = wph A TA

Turn « Mz om (B.478
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When the congruent factors and coefficients of congruence have
been determined, one or more of these factors may be judged not to be
sufficiently aimilar to be continued in the congruent space. This is
indicated by a low coefficient of congruence {or a high index of congruence).
In the exanpls, factor ¥, with = coafficient of congrvence of .459717, vas
eliminated. The xemaining factors then define the congrusnt space bstween
the two studies.

After the congruent space between two eindies has been determined
by the congruent factors, rotation within this space ia poesible. Consider
that 1t 18 denired to find the loadings on a set of factors s which are
defined as linear cambinations of the congruent factors. Lst the coefficients
for thess linssr combinations be included in a matrix Trs' There will be &
colum for each factor s end a row for each congruent factor r. In the
example, sfter an Inepectlon of the loadings on the congruent space, it was
decided %03 ’

1. Derfine five vectors as the sums of test vectors in the
congruent space for five sets of teste indicated in Table 17.
The sums of loadings on ths congruent factors for the tests in
each group are also given in Table 17,

2. Dofine & sot of five factors so that each factor would have
zore lesdings for four of the summation vectors. Esch factor
wvculd bs defined by the summstion vector with a non.zero
losding. This could be accomplished by computing the Inverse
of the matrix of leadings of the swrmation veotors on the
congruent factors. Ths matrix 7;,8 in Table 18 is this inverse.

The ractors 8 ave rolated to ths refsrence axes by the equatlons:

Toon = Tora Tos (8.484
23493 = Eérn 7;3 (B.488

See Tebdls 18.

The trvanafcrmatlon vectors In ?z.:ﬂA and Tir‘sB are nermallzed on tho average botwoen

Tho 3o stuaies Just asz the congrusnt factors wero ncrmalized on the averags
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R betveen studies in equations B.h2' - B.U4. The equations for this step are:
'é: % “';‘.f_ .
LI 8 - (8.49
R A ° Vg(ﬁ'rul * ITyen)s «
Taen = Tnea 493 (B.50A
4 g o ™ Tm a. {B.50B
Ty ’ .
: g Ses Table 18.
;é
§ Loadings on these factors axe found by:
g oA = Tama Tmsd (3.514
R =
P58 Fres = Foum Tusn : (B.518
I - .
H = .
; ‘.;; Sea Table 19. '
; ; in alternctive method fa to define:
T * Tm a.. (.52
Sea Table 18,
Then:
: Tien * Faea Tra? (B.534
i . % A rolat to note is that since tha lcadings iIn FJrA and FJ“--B ars gimilar due to
- the solution to congruence, the loadings in watrices E'J sA mind I"CsB w6y als0 bs
sinilar.

If 1t 39 desired to rotats the exes to a new poslition z, & similar
cycls ta tie ypreceeding is taken. In equations B.4SA - B.53B, substitutions
cf 8 for r and of ¢ for 5 are mada. Ja the example,a rotation as indicated in
Table 20 wae decided on. Ths resuita of thls rotation are given in Tebles T-9.
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The loadings of the non-overlap tests may be obtained st any

time in this rotational procedurs by extending equations B.5iA and B.51B

to thes» areas of the 1eferenced factor matrices,

. Consider now the non-congruent factors. There will be a set for
each study. Ist u and U designate the non.copgruont factors in studies A
and B. The transformations to these factors can be defined by the equations:

Tl'\rA A i

‘n‘! AMUB Iy o;

= 0;

"Amuadogus * 1

Ayges Amus = 10

(.54
(B.54B

(3.55A

(B.55B

These transferrations ers sections of ortnogonal transformations with as
many columns as thors are non-congruent factors in the studies. A camputing

procedure for solutlon of these equations is given in Appendix C.
the example are given in Table 6.

Peaults for
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Tadle 12
LATENT VECTORS AKD ROOTS YOR OVERLAP TESTS
SIMUDY A MATRIX A'“A

Hefereace Principal Axes
Yactors »-1 p-2 -3 p-b -5
1 n&m tkm -02910 - 02169 012& -
11 524 «392% L8975 21030 -.3&3 -
114 2258 1799 41378 S8 -,
iv om ‘0“269 .0059 .60!9 - 025"9 -
v le -.6006 02“3 - 05972 '.51“7
22 JA806  -.%168 1529 2618 8280
’“ kob%s 07939 .SO‘Q o210'0 -m

[

A £920 553 MSBT  .29%9
gt T L322 Lo 23600 3ha9

STUDY B YATRIX Am

7355
5026
528
+2987

1945
B¢

. Reforeace Princix"l Axes
- Yactors P-1 p =] »-3 P-h P-5 P-6 P-T -8 P-9 P-10 P11 P12
I ST3 k91 -,1522 .,1588 -,0168  LSWT6 - 8% 42697 -.0043 .05  -.02kR  -.0%59
11 0209 2583 1100 -,0937 L0187 2726 1817 -.002 L1800 ..293% L8158 ..2k23
111 L1119 -.207%  LOUSH < 1TTT - 1454 - 4346 L3408 3TI9 -.503%  LOATE L2507 -.5179
v L5615 6085 -,0852 4637 15k .23 A 02 L15% .,288 .10 -, 0522
v 2hST ke 508y L0837 -.608% L0372 L1856 L1205 L1235  .,4013  -.2%0 0454
. VI WIT3T 5288 ~13%5% -,2626 L1696 -.2h37  5€8L oM A5 183 L0813 Loh3T
viI ~0055 - B85T L0 «10%6  4.000) -,1h05 <2206 LO6Qh  «.006h  ..004h k& Loy
M vIIx L2822 1850 -.6T32 3787 -.5151 -,Q507 L0125 .00 L086) JchOT L1676 L0511
hod 3832 LT W20 228 -,0h6 -.0156 ~,0035 225 ~20B1 L5799 L1935 -.0095
X L0101 LOZER ~068 <0275 LOBSE 3657 L0567 -, TI95 -.2L85  ~LA5R0 ..288  -,.01483
et SRER L4877 LCBIT L62B9 L5391 <0707 -.0009 2602 L08R -3 -.0e38
pasd OB 0633 L1TR L1166 -,0050 S BH68 < K2B .k sz o L0179 -.1358
; By 5.520T .5522 L4425 ,26838 L1059 .0675 L0615  .0357 .0123  LODOO L0003 L0010
ﬂ%,g 20053 9758 W5855 L5136 J325h 2598 2MB0 L2890 eeere  eesse  eeves  eeens
) ] ﬁfm% 110 1.0258 1.7087 1.9469 3.0729 3.84Y5 L.0330 5.2008  seeve  eeves  sress ssesn
1
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THE MATRIX (erArm)
g
: .—‘
g: T :
’ g . Study A Study B Prizceipal Axes I
I S Principal Axes .= P-1 P2 P-3 P4 P5 P66 PT P8
P-1 5.1251 -.0021 0028 -.0133 -.0218 -.0065 .0092 -.01Th S
’ § p—2 - 00015 - .8259 - -1292 . 0029 .0051 d l°065 001*07 .00“1 5
i p-3 -.0491  ,0C66 ,0925 -.1101 -, 0761 -.0092 ,0699 .0207
p-b -,0059 -.0648 ,1902 0831 0451 -,0483  ,0159 -.0190
i p-5 -.0056 -.0496 .054h  ,0619 -.0609 ,0182 .,0295 .0019
. ] p-6 L0003 -.009% .-.0115 .0035 .0211 -,0139 -.0218 .0100
i |
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: i
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gt B
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Study A
Principal Axeas

p-l
p-2
p-3
P-4
P-2
-6

Study B
Principl Axes

P-1
P.2
P-3
P-h
P-5
P-6
P-7T

»-8

Stuly A
Prineipal Axes

=1
-2
3
p-h
-3
-6

P-1

'9968
LQ0L3
-.0142
-,00Z2
-.0126
- .00k
.0010
-0t

Tadble 14

MATRIX O

THE MATRICES G, HA, B,

Study B Principal Axes

P-2 P-3 P-4 P-5 P-6
-.0010 .0023 -.0123 -.0317 -.0119
-.9hgy -.2h78 ,0063 .0176 -.0281
0122 2856 ~,387h 4226 -.0640
- olm‘a .7&5 . 3527 . 3021 - .!&053
-17% 3163 Jhi01 .6368 238
-.0495 -.1010 0350 .3333 -.2751

MATRIX nA
Study A Principal Axes

p-1 p-2 p-3 b pS
9989  .0016 -,0165 -.0006 0031
.0016 .959% .0082 .0013 ~-.0026
-.0165 .0082 .7145 -.0098 -.0146
..0006 .0013 -.0093 9705 .0kl

L0031 -.0026 ..0146 OM1  .923h4
-.0271  .0092 -,34R6 0373 -.0958

MATRYX Hp
Study B Principal Axes

P-2 P-3 P-l P-5 -6
L0013 -.01k2 -,0032 -.0126 -.009%
.0558  .0856 -3 0281 .0STO
L0856 7552 L2638 -.1h62  -.1953
skl ,2638  Jhhkl o L0213 -.0300
,0281 -.1h62  .0213  .7878 -.3390
.0570 -.1953 -.0300 -.3390 .2018
-,0971  JAlTh -.3278 -.0649 ..0662
-.0083 -,1215 -,1208 -.07%2 ,0093

P-7 p-8
0176 -.0u36
A842  02U3
5094  .1980
,1398 -.2192
-.ho21 0342
-.4520 .2721
$-6.
-0271
0092
- 3k26
0373
-.0958
|h‘7%
P-T P-8
.0010 -.01&97
"00971 ‘00083
AL ~.1215
-.3278 -.1298
-.061&9 -.0792
-, 0662 0093
6195 -.0628
-.0628 .1650

Sk Ay G
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Study A
Principal Axes

p-1
p-2
-3
s
p—

p-6

Study B
Principal Axes

.1
P-2
P-3
P-h
P-5
P-6
P-7
p-8

Table 15

STUDY A MATRIX A'rA

Congruent Factors

A B c D
0831"1 - t3h59 .0031 ¢3569
4218 8389 ..0367 -.0073

1541 -.1579 L5028 -.1999
- 02803 01’"81 0“512 .8318
-.0408 *-.1198 -.7019 .3595
- .lh9h L 1702 - 02225 L] 1071

STUDY B MATRIX ArB

Congruent Factors
A B ¢ D

8273 -.3398 -.0131  .35T1
-.3843 -.B552 1154 -.18h2
-.2543 -.2164 ,201h .6203
-.18080 .0B01 -.3sho ,5188
-1925 L2711 W3160 .13k
132 -ak6e ..3hi19 -.2728
02152* '06% 071*25 - 0172"0
0278 L0152 -.0908 -,1967

LATENT ROOTS #°

Congruent Factors
A B c D

1.00173 .99565 .8769% .99517

hak ] 0151
5679
-e 039?
.1250
8114

¥
,22109
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& Table 16
;; ‘: NATRICES TIKI‘A' Tﬁrn’ .dl'
. ?_ Y STUDY A MATRIX Tm\
3 é Reference Congruent Factors
3 & Factors A B c D )4 r
5 % 1, 6161 2772 -.7118 -.0428 1160 -.5498
~ 3 7 i1 L8kt 1199 1.1126 -.2212 1.0255 .6L84
{ %} iii - o73°9 1 .1538 . 3917 09609 -2 06011 207287
3 iv -.0019 -.6290 1.8005 5690 6730 -2.2366
b‘g v 00191 - ."7’*8 .11492 "1 013@ ‘1037“6 1 05622
PR vi -5394 -.3809  -1.9095 1,6303 1.0289 1.7409
» &':im 1440049  2.139747  8.808218  5.248043  11.231917 18.64%2088
. ¥
{ g
‘ : STUDY B MATRD(TWB
Reference Congruent Factors
Factors A B c D B 4
C I 2039 -.1054 -2.0761 -.1493 -.1649 -1.3456
- II ,1589 -.2836 3446 -.5026 L4379 - 633k
d ; 111 -.2052 1760 -.6718 .1857 -.3759 2.8145
. v A2 -.5532 .3583 -.7290 -.5h27 .7386
v 4332 - 5176 L0517 1682 2.0401 .5692
Vi 7R3 8637 2,2004 ~.3573 L1337 -.11284
1 VII -,2307 0215 ~.3953 2472 - 3179 8hort
3 : VIlI RN Yy -.1978 -.8629 -.4035 .608h -,1180
o k X -.2553 -.3803 1725 1.1550 2936 -1.3153
M 3 X -.2321 2097 1.0874 1.0633 - 5003 -2.3255
l:s : .. “; XI '05017 95791 -:2059 ' 48262 ‘10:582'4 061‘”
o i xIx -15652 0435 - 487 .9147 -.80L5 908k
\Y ; .f 2 N
Bt ; 2T i 1.87h2kh  2.04365h  12.611188  5.114092  8.200618  20.114876
o j
. oA
% ; !oRET It T ) 16516 2.091700  10.709703  5.181068  9.716268  19.378482
d : a 776819 691433 305570 439229 .320812 .227164
‘ 1
;,- 3
g 2 4§
1 ’f
? % ) TT M ge v AL SRS megeare -t d = aw gme -t £ ks




-
Y
A\ *
Ve
[l 4
H [N
. .
L
A t e T 1
AR 3 TRANT ) SO
PETRg S S h Sl S S A T EEEad . XY
R R e L E Fotaten e L cHE R TS

61-

s
5 Table 17
w ]
SUMMATION VECTORS FOR FIRST ROTATION IN CONCRUENT SPACE
et
&2
h%.; Tests Used Sum of lLocadings on
% Summation Fron Test Ccngruent Factors
) Vector Study Number A B c D B
& A 18 1.3562  .4186 -.3866 -.1810 -.0415
A 9
. ; B 1
7 B - 26
oo » A 4 0133 -.7811 .007T1 .1880 -.0156
e B 22
oo
: . ] e A 15 W76 -.5268 L2662 -.3428 -,2937
S B 33 :
= ’ d A 1 3006 .5133 L1349 Lhol1 -.lepg
] ) B 27
% K e A 16417 8516 .2690 .3318 .0193 .3379
A ; . B 20
2 ]
G .
L} :
\ <
-
: E ‘
y i
2 g
Ri: 7: .
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FACIOR LOADINGS FOR FIRST ROTATION IN CONGRUENT SPACE
STUDY A MATRIX F

JsA
Loadings on Rotated
Test Code Numbers Corsruent Factors - s
Study A Study B a b ¢ d e
18 1 . 019 -.0‘0 002 003 005
9 26 32 03 =01 -,03 .02
5 23 L2 G2 -0 .03 .09
12 28 08 30 -2 .13 .0h
4 22 -.05 .30 .02 .01 .02
13 32 .19 22 0 .01 -.03
14 34 23 06 .06 -.03 -.05
15 33 L0 .00 31 .00 .00
11 27 -.01 00 .00 35 00
16417 30 ©0 .00 .00 .00 .32
STUDY B MATRIX FJBB

Loadings on Rotated

Test Code Nuubers Congruent Factors - s
Study A Study B 8 b (4 d e
17 1 .18 <04 .03 .03 .03
9 26 26 .04 -.05 ..0h .04
5 23 01 32 -.0% .03 L,10
12 28 O 29 20 .k .05
h 22 03 32 .02 .01 -.02
13 32 .13 20 Ok .00 .02
14 3h 23 .06 .06 -.03 ~.05
15 3 .00 W00 .31 .00 .CO
11 27 01 .00 .C0 +35 .00
16417 20 L0 .08 .0 cCc A
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APFFNDIX C

COMPUTING PROCEDURE FOR SYNTHESIS OF - .
FACTOR ANALYSIS STUDENS- . .

The following set of notes give detailed computing procedures
to implement application of the method presented in this report for
synthesis of factor analysis studies., For coavenience these notes are
divided into five sections:

1. Congruent factor cowputations.

2. Rotation of axes in the congruent space.
3. Determination of non-congruent axes.

h. Determination of latent roots anc vectors.
5. HNotes on matrix computations,

Section 1 contains the basic elements of the method for synthesis of
fectorial studies. Bection 2 and 3 pertain to subsequent steps. Sections

h‘and 5 are included to facilitate the computations of the .preceding three
sections.,

¥hile it will be assumed that the work will be under the direction

of 8 person competent in factor analysis, only a minimun knowledge will be
agsured for t.o person doing the computations. It will te agsumed that the
person performing the couwpulations 1s trained in the operation of a calcu-
leting wechine and has sowe krowledge of statistical cowputations. No
kaowledge of wsirix algedbra nor of matrix cozputations will be sussumed.
Section 5 of theeo notes is intended to supply the limited instruction
necessary conceraing matrices, While specific references will be mnde in
tke other secticns to relevant portions of section 5, it would be advisable

that the perscn doing the womputetions to become fomilisr with the contents
of section 5.
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1. Congruent Factor Computations

The computational procedure for determining congruent factors
will be illustrated by a fictitious example. .Table 21 gives .the factor
mtrices PJmA and FJMB and stendard deviations %in and %n for six overlap
tests in Studies A and B, Study A has three factors, Study B has four
factors. Each row of each factor matrix hes been summed with the sum being

recorded in the I column.
8. Equalize Units of Meagurement
A) Compute the constants Ay = Iy / é'(a‘1A + UJB) R
and d,, = / ( aJB). In order to facilitate
computations a workaheet was set up as gshown in Table 22.
The operations in the successive columns are as follows:

1) Enter the %A for each test in Study A in column 1.
Total 'the entries in colum 1 and enter results in
rov I colwm 1, .

2) Enter the Yp for each test in Study B in colum 2.
Total the entries in column 2 and enter the tesulta in
rovw % colum 2,

3) Sum the ¢ A and ¢ B for each test and divide the sum
by 2. Record the result in the third column designuted
é("g At UJB). In order to check the entries in the
third coluun, total the entries in the £ cells of the
first and socond colurm and divide the sum by 2, Ester
the result in the Ch cell of the third column, Totsl
the entries in the third column end enter in the & cell.

The Ch and T ensries should agree.

L) Divide the Isp aod 0., in colums 1 and 2 for esch test
by the %(UJA + UJB) 1n column 3 for the test and recoid
in colum b4 and 5, 4,, snd .4

JA JB8°
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5} Sum the dJA and dJB for each test and enter the total
in column 6. The sum should equal 2,00.

B) Compute the Reference Factorial Matrices for Tests with
Ad justed Units of Measurement, FJM for Study A and FJMD
for Study B. See Table 23.

1) To obtain the matrix Fral

a) Multiply each entry in the first row of matrix
by mp? Table 21, by the constant 4 A for the first
test in column 4 of Table 22:

35 x 83 = 32

--Sh X 089 Ld ‘050
T8 x B89 U3

b) In order to check the first row of FJ - zultiply
the sum of the first row of ¥ mA by the constant

q I for the firet test in column & of Table 22

bo x .89 = 4k,
Racord the result in the Ch column of FJ oA Sum
the entries in tha first row of Fme and record in .
the I column. The entries in the Ch and I columns
should agroe within $ 2 of the laet decimal place
carried.
¢) Compute and check the entries in each row of FJmA
in the same way, using the corresponding xow of
F A in Tahle 21 end the corresponding constant

d 3 from column 4 of Tabls 22,

d) Obvtain the sum of each column of Fp ,.
2) Computo tho matrix Fo . fellowing the aame procadure
o
ag outiined for the -orputation of FJmA by using the

- x“.a'. t .
rowsa of F.)MB end the coaulants dJB

b. Computs tho principal exes for the tusts in each atudy.

A) Compute the matrix product F..IB'AFJmA of Table 24 {in explicit

H 3 o foxy 13 o ’
following of the foxmula Fé‘mi\l A wouid }nvolve (1) recording

of F! + NG Fody W [
TmA? the transpose of matrix Fyn? ses Saction 5,
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- matrices Fj , and ¥y ., see Sectica 5, Paragraph . It 1s %
1 :‘ 3
]

P A ST -

L T

. o caboae %

SIEFHNp e

fri

O A A Dl B W Ay AR

(o]

[T

2)

o

LI X VLR
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Vo sy b et

1) First rov of

unnecesgsary to record the transpose matrix l‘ju, the same
" results may be obtained dy multiplying each column of F

JmA

by every column of !JM‘ The rows of the transpose matrix
are implied by their equivalents, the columns of !'M.)

? Sma¥ gma
a) Coxpute the sum of squares of the entries in the

first column in J?J - and enter the result in ihc

firat coll of the first rowv of F&, mAFJ .

b) Compute the sum of products between the entries in
the first column and in each other column of FJmA
and enter the result in the corrssponding cell of
the first row of F"I mAFJ' A For exsmple: <the sum
of -producta betwesn the entries in the first columm
and second column of FJM is entered in the firet
row, sscond cell of Fén,\?JmA‘
¢) Compute the sum of products between the entries in

first column and in the Z column of FJmA and enter

in the Ch coll of the first row of F&MFJ A
d) Bum the entires in tha first row of F:ImAFJmA

(exclusive of the entry in the Ch cell) and enter

- +
tho total in tho I cell of the first row of F.'ImAFJ e
This entry should agrss to within ¥ 2 of the last

decizel place carrled.

Second row of F.‘ImAFJ A

Cowmputs the second row of F.'ImAFJ A by using the
gacond column of FJ&A and 1exe tting precesding

stegs a-d. 'The sum of savsress of the smecond colurm
wlll Vs entered in the second cail of the second row.

Remmining rows of F.'ImAFJ o
Coiputo the reralauing rovs of F‘zr_q AFJmA by using the

corrapponding columns of ¥, , and repeating steps
(L1

A
a-d. In each case, the gun of sguares of the
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columns of FM will be the diagonal of rmrjﬂ.
Note that F.'TmAerA 1s symmetric and once a row is
computed and checked it may be copies into the
corresponding column.
Compute tho-gnntrix product FMFJMB for Study B following
the procedure as outlined in the preceeding atem for

B)

FinaFoma

C) Solve for latent roots and vectors Apmpa? ﬁA and Aoy A
[ ]

by the method outlined in Section 3. The resulting matrices
,AmpA' B, &m AMPB’ 33 are glven in Table 23.

Discard principal axes with low diagonal entries in the 8
matrix. For study A discard the third column of the matrices

Anpa end g,. For Study B discaru the fourth column of the
matrioes Ay anrlﬁB. ’

D)

Compute the square root of each remalning disgonal and
record in the (/A row.

Coupute the reciirocel of the\/ﬁ'and enter the result in
the Y/F rov.

Check the computations in 1 and 2 ahove by multiplying
sach 1//3- by the corresponding diagonal entry. The
product should approximateyBwithin £ 2 of the last
decimal place carried. )

The matrices £ Xf and ﬁB 4 ars given in Tadle

26 end contain the l/fﬁ as disgonal sntries.

1)
2)

3)

k)

1
n ~ -4
E) Compute the matrix product TmpA Apa ﬁA for study A,
Table 27. {(Seo Sectlon 5, Paragvaph ¢).

1) Eliminate the column in Wcomsponding to the
princiypal axes discarded in D above. Since the third
colunn of ﬂA wan alimionte the taird column of AmpA
will likewise be eliminated. The AmpA motrix will now
have three rows aad two columns.

2) Multiply oach entry in the first column of ‘Aﬁzy A by the
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diagonal entry of the first column of ﬁA + and record
in the corresponding cell of T . (Table 27).
3) Multiply the I entry in the firat column of by the
- diagonal entry of the first column of £ A“} and record in

the Ch row of '1' 1A+ Sum the entries in the first column of .
mpA (exclueivo of the Ch entry) and enter in L cell. This
should agree with the Ch entry to within 42 of the last decimal
place carried.

-b) Compute the entries in the second column of '1' A DY using the
entries in the second column of A _— and the diagonal entry
of the second column of 8, 2 A #® + Follow the procedurs cutlined
in 2 and 3 abovs,

F) Compute the matrix product T = Ay ﬂ -4 for Study B. (Table 27).

Follow procedure outlined in E above., The matrix AMPB in
the exsmple has four rows and three columns after the fourth
coluun has besn eliminated.

c. Compute transformations to congruent factors

A) Computs the matrix G = - (Sese Table 28).

(JmAJMB

1) Compute tho matrix FJ AT B .

a) Compute the sum of products betweein the first column of

F o ond firet column of T, (’I’able 23) and entor the result

in the first cell of the firet rovw of F.'T aAF B

b)

Conputs the sum of products between sach resmaining column

of F

and the first column of ¥

Enter the rssult in

Juh
the corresponding cell of the

JMB*
first column of F!

.

c)

a)

| daad \ J3°
Corpute the sum of products betwsen the entriea in the L

column of F and the firat coiumn of F Enter result

JdmA Biche
in the Ch cell of the flrst column of FJmAF.MB
Sua the entries in the flrst colums of F, - J}IB (exclusive

of tbs ontry in the Ch c¢sll) and enter the total in the L
cell of the first column of Fy ,Foo. This entry should agree

with ths Ch eatry to within +2 of the last decimal carrisd.
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¢) Second columm of roaTne
Campute tho second column of r:mrm by using the
gecond column of FJMB and repeating steps a-d.

f) Remaining column of ¥ M!m

Compute the remaining columns of F& mArJMB by using the

corresponding columns of FJMB and repeating steps a-d.
2) Compute the matrix product 'rn;pA (F..', mAFJMB)

Using the columns of T oA and the colwmns of (F:T Mrm)
compute the matrix product according to the procedure outlined
in the precesding step.

3) Compute tﬂe matrix product
G= Tn':pA (F.'ImAF.RdB) Tvrs (See Section 5 Paragraph ¢.)!
a) Compute the sum of products botween the entries in the first
PA (F& mAFJMB) and the entrles in the first
column of TMPB and record in the first cell of the firat column

of G, For exomple:

L9456 = (.8775)(.8287) + {.3411){,281k) + (.4263)(.2415)
+ (.1041)(.1371)

b) Ccompute tho sum of products between the entries in the sscond
rov of T! ” (F‘} mAFJMB) and the first column of Ty... Enter the
result in the second cell of the first column of G. For example:

w1081 = (..2824)(.8287) + (-.2205)(.2814) + {.4702)(.2415)
+ (-.4207)(.1871)

¢) Computs the sum of preducts betvoen the I row of T n"pA (F.S'mAF.T:dB)

by the firet column of TMPB‘ Enter tha result in the Ch cell of

row of the matrix 'rx;,

tho firot column of G. Sum the entrics in the first column (exclusive
of the Ch cell) and enter the total in the L cell. This entry should
agres with the Ch entry to within 42 of the last declmal place

carried.

d4) Compute the romaining columns of G by computing the sun of preducts
betweson each vew of T :x'\ " (F"T :nAFJMB) and ench remaining column of

TMPB and entering the reault ia the corrssponding cell of G.

R s | S BT
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5 ; _ B) If the number ot principsl axes p with significant latent roots ’A
a AN for Study A is less than or equal to the number of principal axes P
: ’ : vith significant latent roots ﬁn for Study B, as is true for the

“.
Tt el bty

yram % v

; % oo example: (For dstailed procedure see following paragraph D.)
B B S R -
| A S 1) Compute E, = 0G* X -
FOl | N .
\ © oy ' 2) Obtain latent vectors and roots of H,: A, and §2
| T s .
i : See Section 3. :
| -
1 O A ¢ 3) Discard vectors vith low fls.
| LE
I N 4) Computs
| -
‘:( :::; TmrA - TﬂpA App .
ix " . *g - -
{ ! ! Ty = Ture®' s
B %
: ;g C) If the number of principal axes p with significant latent roots 8,
‘ 'g for Study A ia greater than ths number of principal axss P with

significant latsnt roots ‘BB for Study B:

1) Comypute FLB = G'0
2) Obtaln latent voctors and roots of Hy: Ap 8nd W;

3) Discerd vectors with low ¢1"a.
4) Compute

o -1
TmrA = ‘lz:pAGA rB ¢
Tyon ™ Turs Aep

D) Bince the number of princirel arxes with significand latent roots ‘BA

N TR Y IR IV LT SRS ISR R
i an

Tor Study A 1s lees than the number of principal szss with algaificent
latent roots ,83 for Study B, the equations In 3 will be eolved as

£ e AT AW

" follows:
1) Computs tha rutrix product IIA s GGt (Tablo 29)
2) Comguto suwa of sguares of first row of G and recerd in

the firet cell of the {lrat row of HA.

v} Compto the ounm of preducts betwsen the first and second

R L ¥ TR

ro-3 of G and enter in tho cecond cell of the f1vsy colun
of K
A

T S
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2)

3)

k)

5)

6)

¢) Compute the sum of producte detween the first and
L rov of G and enter in the Ch cell of the first column
of H,. To check the computations, obtain the sum of the
first column of E, (exclusive of the Ch entry) and mecord
in the I row. The Ch entry and I entry should agree within
42 of the last decimal place carried.

a) ) Using the sscond row of G compute the sucond column of
HA a3 outlined in 2 to ¢ above, the mum of squares of the
gecond rov being the diagcnal of the second column of HA'

Obtain the latent vectors und roots of HA by the procedure
outlinsd in Section 3. The resulting matrices are given in
Tabls 29 as mstrice 4, and ¢2.

Compute the square rcot of the diagonal entries in ¢2 and record

in the /d row. Compute the reciprocal of ¥d and anter the rasult

in the }{ﬁ- row. Check the computations by rmlsiplying each 3./9-
by the corresponding diagonal entry. The product should approximate
¥d to within #2 of the last decimal place.

The entriss in the 1/ Vd rov are the dlagorial elements of the metrix
¢;l &iven in Table 29.

Compute the matrix product TmrA = oA Ara (Table 30)
Using the rows of ihe matrix Tm pA and the colutns of the matrix
A

r
outlined in Section 5, maragraph c.

A? follov compuiational procedwrs for muitivlying matrices

Coztputn the matrix product TNos = Teppl Ay ¢;1
(Table 31)
2) Comgute the matrix product I‘MmG'
(1) Cowpute the guw of products between the firat row of
TNPB and firat row of G and sntuy the results in the
firet cell of tho first column of (T, M“x) ')
(2) cCompute the sum of products “etwsen the remaining
rovs of TM"B afid the firast row of G and enter the
result in the corresponding cell of the first column

of (TMPBG')



?«i‘?i Tand, PR *:’=:
L WJdke RS T
£ o e e
v
£ -Th- i
{_,‘4 = "
N (3) Compute the sum of products tetween the L row of
1 T,pp 804 the ‘first rov of G and enter in the Ch rov
N : of the first column of (T,,.6')
. £ : % B (4) Sum the eatries in the first coluan (exclusive of the
r¢ T : Ch cell) and enter the result in Z£ cell of the column.
;,g ) This should agres with the Ch entry to within %2 of the
v . last decimal place carried.
y (5) Compute the remaining columns of (T,..G') by using the :
L rows of Ty, and each of the remaining rove of G and
1
: 1 2 entering the results in the columns of (THPBG')
L
AR ; corresponding to the rows of G.
s, b) Using the rows of the matrix (TMPBG') and the columas of
LSRN g the matrix A, follow the computational procedure for

% mltiplying matrices outlined in Baction 5, Paragraph ¢,
. § to obtain the matrix (T,..0') A,
: g ¢) Using the rowe of the metrix G') A, computed in b,

E . rA

i : and the colurns of the matrix ¢;l {Table 29) follow the
' conputationsl procedure for multiplyling matrices cutlined in
- 3 Ssction 5, Parsgraph ¢ to obtain the matrix

; -1
; Tyrn = Typs® ' Arafr

7) Adjust columns of TmrA and TMrB to0 congrusnt factors:

a) For illustrative purposes the metrix T, 8ud the mateix
TH::'B were coples in Table I2 frcm the reswits of previous
conputations (Tables 30, 31)
) For esach study compute the sum of squarss for each columm
eud enter the results in the row designated LT Az and z'rM:B’Z.

c) wor corvaspond ing coluang cammte ths Aaverage ard enter the

results in rov designated %_;(“.‘- MrAa + z"'xis) . For sxanple
the averags hetween 1,356101 and 1.871665 is 1.612283

d) Compute tho square root of the valuws obtained iu {c)

e) Compute the reciprocal of the squara roots cemputed in {d)

-
Chock the computations by multiplying each /Y 3(E72,, + BTy 4
The product chould

(WIS TTEA28 P

i b sl v

2
by the corresponding H(ZT 2 ., + Z7 o)
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approximateyF(ET2 | + IT2 ) to vithin $2 of the last
decimal place carried. These reciprocals of the square

rovots are the diagonal elements of the matrix Dr(ahovn in
Teble 32)

£) Compute the matrix Toed ® TaraPe (Table 33)
g) Computs the matrix T, . o - (Table 33)

d. Compute loadinga on;congment factora (Table 51&)7

A) Compute the matrix Fion * Fooalora

Using the rows of the matrix F; , {Tobls 235) and the columns of

the matrix TmrA (Table 33) follow the computational procedurs ocutlined
in Section 5, Parsgraph c.

B) Compute the matrix rJ’rB - JHBTHrB

Using the rows of the matrix FM(Table 23) and the columns of
TM!’B {Table 33) follow the computational procedure outlined in
Section 5, Paragraph c. .
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Teble 23
REFERENCE FACTOR MATRICES FOR TESTS :

WITH ADJUBTED UNITS OF MEASURE
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2. Rotatlon of Axes in the Congruent Space

The illustratioca used in the preceding sectiom will be

used in this section also. One rotation of the axes in the congruent
space will be descrided. As indicated in Section IV of the body of the
report, the camputationa are of an identical nature each rotation from
ons set of axes in the congruent space to another set of axvs. The torms
given in this section can be used for all such rotations of axes., In
the particular case illustrated and doscribed, the rotat:ton is from the
congruent factors, r, to a rotated set, s. An ldentical computational
procedurs would be used in rotating from factors, s, to a set of factors,

Tavle 35 gives the transformation matrices for the desired
rotation. It is assumed that the entries in the T' s matyrix have deen
derived from some procedure for deciding whers to rotate the axes. In
the present cass thess entries wers determined graphically from a plot
of the loadings on the two congruent factors in accordamce with usual
graphical rotation of axes procsdures involvi;:g oblique axes. In the
example,described in Suction IV, the entries in the Trn matrix vors
obtained from solving ests of sliultaneous linear equations, Other methods
might dbs employed to obtain the entrees in Tm. The computational procedure
to complate the rotation is described in the following steps.

a. Sum the columna of Trs‘
be Compute the matrix precduct T A 7;': by the procedure
deycribed in Section 5, Paragraph c. Record the
results 1n matrix TmaA‘ Table 335 gives matrix 'rmA
for the exanple. To obtain the checks, multiply the
Z row of 'rnrA by the columns of Tm. Sum the columns
of Tm 6A {exclusive of the Ch, sntriea) aud record in
the I row. These sums should agres with the Ch entries
vithin 12 in the last decimal piace carried.

¢. Compute the matrix product T, . Tn by the eems procedure
as in step b, recording the results in the matrix TM&B'




=90~

4. Compute the sna of sguares of the entries in each column
of matrix T, and reccrd tie results iaﬂn::f‘mm.

oty

e e

AR
i

e. Coupute the sum of squares of the eantrisa in sech columa
] 2
of matrix Tusp and recard the results in the g‘l’m rov.

f. BSum each pair of corresponding satries im the
£T2 _ and LT _ rows, divide ihe sum by 2, and record in
IT por "™ ETyap TV _ by 2,

] 2

the HE':M kT Mep) 97

8. 2ind the Sjuare root and reciprocal of the square root of A
: ]

each entry in tho-}(::rm - ’l“.fm) row and record the

o N,
o 03 10 40 O ot
C e

- AR

L 2 2 2
! results in thqézh(:'.r Paat !}‘:rm) and 1/;[}(::1' ok * ,l‘i'r;'n)
rows. A check on these computations is to mltiply each
1o R 2 -
1/ V-&g:'rm" + ’!‘: ruan) entry by the corresponding

P

- l 2
: a(ﬁ"mu + ’1‘:1'“

HBB) s the product should equal the

: Y grper ; +
}/,(E ‘I‘: ot ‘2“.1'“33) within %2 in the last decimal place carried.

h. Using the 1//-%(31-:& R 'z‘:-r; op) for each column, multiply

3 g the entries in matrices Tru’ T A’ Tm in that column and

Tecord the results in the correaponding cells of the matrices
'rm, 'I'm o4’ and TMBB‘ The Ch entry for each T matrix is obtained
by multiplying I entry by the 1/;/-5{51-2 2At ’zz-r;en) for the
column. Sum each column in each T matrix (exclusive of the.

Ch entry) ond enter rssults in the I row. These entries in

the E rows should agres with the corresponding Ch entries

within %2 in the last decimal place carried.

i. Obtain the sum of squares of entries In each column of the

- T .4 Patrix and record in the gt:u rowv. Espeat for the

3 ;‘j T‘ASB matrix. )

J. Sum each pair of corresponding entries in the R:BA and
»

E ﬁtzu a3 TO¥5) divide each sum by 2, and recorw in

T P
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2 -
tha-%(:tmu IS ,’.:‘Msa) rov. These entriss should squal unity
vithin ¥2 in the last decimal place carried in the T matrices.

Computs the matrices of loadings of the tests on the rotated
factors, F; , and F; o (Ses Tabls 36). Obtain the matrix
products FJ m'rm aA and F.MBTMGB by the procedure given in
Section 5, Paragraph ¢. A computatlonal short cut vhich is
only slightly less accurate is to odtalm the matrix products

Fmr ATra and FMrBTra’

LT e ey - Lo - " v .- hnd ~




Table 33
1;" Trl
a » a »
1.00 .37 A 1,0276 L4169
-.06 -1.00 B -, 0617 -1.1267
Ch .9659 -. 7098
‘y‘ -063 ) 096’9 "-7@8
TmsA - m-An-s T
a b a b
6182 Aoao 1 .63%2 4529
-,2055 - hi3hh 11 -,212 - h8ch
-.6071 L6611 111 -.6238 7449
-.18%3 6287 Ch -.1998 . 7084
- 1944 L6287 ) -.1938 7084
2 .
RG2 L187361 Zlpar 837211 .999507
Tyusn ™ Tmnles MsB
a b a b
Sl .5813 I 4868 6550
-, 1180 .5003 II -.1500 SA5T
LR85 L0058 II11 7697 0077
-.5318 4470 iv -.5465 5030
Lhe) 1.5354 Ch .5600 1.7300
.sheg 1,.5354 T .5600 1.7300
4 &2 h]
&5 1.101108 . 783065 %‘B 1.162691  1.000455
4 (za‘gﬂ‘»a‘rfm) LSH700 LIBT3 —-(Lc +;:th 999951 994981
mT M
1 /e e ) 91360 L8879
m M
1 fé(;‘v‘ MJ,; HeB) 1.027580  1.126720
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Table 3
STUDY A
Tian ™ T ruaTmat
Y b
-, 0080 6075
L0141 4161
4031 Shoe
+3089 .2964
ok267 °‘0729
4683 .0684
1.6131 1.8557
1.6131 1.8557
STUDY B
Fre ™ T ol
a b
-.0317 45951
LO017% 4408
3660 481
3665 A28t
3556 0754
.h?% -'mg
1.5064 1.9062
1.6065% 1.9062
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S. Determination of Non-Congruent Axes

The oongruent factors establishsd by the preceeding proocedures wili
usually be fewer than the total number of factors in either study. A set of
non-gongruent axes is to be estatiished in each study., The number of congruent
factors and non-congruent axes is to equal the total number of factors in the
study. In Study B of the pair of studies used iIn the hody of this report thers
vas a total of 12 factors. A aet of % congruent faotors wers determined. This
lsft 7 factors to be established ad non-congruent axes, The computing procedure
for establishing the non-congruent factors followa. Thess directions will dbe
1llustrated dy a fictitious example for which there is a total of rive factors.
Table 37 gives the trensformation TmA to three congruent aotors. Two non-
cangruent factors are to de established.

a. Prepare a work sheet like ths one given 1in Tadle 38,

1) Sections A, B, and C ar to have a row for each refererce factor,

2) Sections A ard D are to be locatad verticelly from each other and
ars to have as rany cclumns ag thors aye factors in the study., Head
the colirms 1, 2, 3, atc.

3) Sections B arnd B ere to be locsted veriically fram each other and
ers to have 23 many colurns as thare ers factors. Hoead the columns
1+, 2+, 3, etc.

4) Section C is to have columns for the non-congrusnt axes. Head the
colwans 4", 5", etc. The firat nu=sber in this series is cne grester
thon the number ofcongruent faciors, The last number in the serles
ia the nunber of raference factors in the study.

5) Sactions D and ¥ ere to ba locatsd horizontally from each other and
are t0 have ag wsuy rows ay thare are fectors in the study. FHead the
rows 1', 2, 3, etc.

6) Eecord unities in the dlagonel cslls, fram upper left to lover right,

of Ssction I. Make dashcs In 2all o%Zer cslls of Section D.

Yoo Qeehws in lte diangonol cella, {Tom upper isit to Jowsr right,
and in all cells to the right of the dlagonal of Saction E.

TMrB) into the loft portion of Soction A using

as miny columng as thoro are congruent facioras. The remaining columns will
bs left blank for thy preswnt. Enter previously determinel column totrle
in the I row nf Sectlon A, Check the copying by suming the columna

-3
N~

sy ) T (¢
b. Copy the matrix orA +OF

of Tora
of Section A, these sums should agree with the pruvious totals snisrad In
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the I ‘rov.
¢. Obtain column 1' of Sectiom B.

1)

2)

Copy coluzm 1 of SBeation A into coluwmn 1' of Secticn B. Enter the
sum of column 1 from the E cell of column 1 into the Ch cell of
column 1f. BSum the column 1'{exclusive of the Ch entry) and recora
th, result in the L cell of column 1'. The entries in the Ch cell
and I cell of column 1* should agree.

Find the largest number, ignoring sign, in column 1' of Section B
(ex:lvsive of the Ch and I row entries). Undsrline this numter and
make lashas in the remaining cells of the row of Section B in which
the number is located. This nurmber 1s the 1*' pivot entry. The recw
ia the i' pivot row. In the exampla the largest number in column 1¢
of Sectinn B is .6612 in row iv. This is the 1' pivot entry and row
iv is the ' pivot row.

4. Cwmapute column 2* of sectlion B: .

1)

2)

3)

Ccapute the entry in Section X row Z' col.mn 1' by dividing the entry
of Section A column 2 in the 1*' pivot row by the 1' pivot enlry and
recording the result with reverse sign in the Section E row 2! colvmn
1t ¢cell. In the example, the eniry of Section A cclumn 2 in the 1!
pivot row fe .3%21. Diviaica of .342% by .6612, the 1' pivot entry,
yislda .517% vhich is recorded in Saction E rov 2!, colwm 1! with a
negative sign. ‘
Coapute each entry in Sectlisn B column 2' by multiplying each row of
2acticns A and B b Sections D and E rov 2'. For the entry in Sectien
B rov 1 column 2', multiply rcri of Ssction A and B by row 2' of
Section D and B, Only columna £ of Saction A and 1' of Section B
will os involved eluce row 2' of Sectiona D and E has entrles in
these columis. In the example, row 1

(.4275)(1.0000) + (.1395)(~.517h) = .Zhsk.’
Fotoe that the eatry in the 1' pivot row should be rero and nesd not
be recorded., If thls entry in %he 1' plvot row is not zero, the entry
In Section E row 2' colwan 1' is lucorrect.
Caryute product of £ row of Sectiona A and B and row 2! of Sectiona
D and § and record the result in ths Ch cell of Section B colum 2',
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§) Sum the eutries in Secticn B colwmn 2' (exclusive of the Ch extry)
and rccord the result in the I row. The Ch and I entries should
agres within 12 of the last decimal place carried.

%) Selsct the largsst entry, ignoring sign, in 8S8ection B colwmn 2!
{exclusive of Ch and L entries). This is the 2' pivot entry and
is to be underlinsd. Make dashes in the remaining cells of Ssction
B %n the rov to the right of t(he 2' pivot entry. The row containing
the 2' pivot entry is the 2* pivot row.

Compute column 3° of Section B:

1) Comuis the entry in Section I yrow 3¢ volumm 1 by dividing the
entry of Section A column 3 in the 1¢ pivot row by the 1' pivot
entry and reccriing the reault vith opposite sign in the Gection
E rov 3' columm 1’ cell. In the exszpls, -.7365 is the antry of
Section A columu $ in the 1* pivot wow (rov iv whick cuntains the
underlined 1' pivot eatry in Section B column 1'). Then:

- (-.7365)/ .5612 = 1.11%9,

2} Mul.iply the 2' pivot row in Sections A and B by the portion of
Sactiors N and B row 3' that has been dotermined, divide the result
by tha 2' plvoet entry and record the reault with revorse sign in the
8action B row 3' column 2' cell. TFor the exemple, multiplication of
Sections A and B row 111 {the 2" pivot row) dy Sactions C and D row
3, divielon by the 2' plvot entry, and revereal of sign ylelds:

- [(.0249)(1.0000) + (-.5023)(1.1139)] / .9uBL = - (-.5246)/ .9"61
= .553-’0
Tale rosult 18 recordsd in Sectioo E yrov 3' coluun 27,
5) Muitiply each row of Bectlons A 228 B by rov 3¢ of Bectiont D and B
and record ths rssults in Sectica B columm. 3'. In the axaiple,

rultiplication of row 1 of Sectiorns A and B by row 3' of Bections D
ard T vielda:

(.3571) (1.0000) + (.1393)(1.1123) + (.3454)(.5533) = 7034k

vhich 18 recoried in Sectiun B rcw 1 column 3'. Uote that the entrlss
In the 1' and 2' pivot rows ashould te zero. If either of these entries
is not zoro, the antries la Sectiosn E row 3! are incorrect.
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k) Multiply the L row of Sections A and B by tha 3¢ row of Bections
D and ¥ and record the rcault in the Ch cell of Bection B column 3'.
5) Bum the enirisas in Section B oolumn 3' (excluaive of the Ch row)
and record the result in the I rov. The Ch and«L entries should agree
within 12 of the last decimal place .arried.
6) S8elezt the largest entry, ignoring sign, in Section B column 3!
{exclusive of Ch and L entries) . This is the 3¢ pivot entry end
is to Ve undorlined. Maks dsshes in the remaining calls of Section
B In the row to the right of the 3' pivot entry. The rov containing
the 3¢ pivot entry 1s the 3* pivot row,

7. Compute remaining columns of Eection B corresponding to columns of Secticn
A contalning congruent factors. In the present example there wers three
cangraent facturs and the computations of colurms of Ssction B will stop,
therefore, with column 3', If the matrix Tm‘A had sevya columns, the
computations would ooniinue through column 7' of Section B. (During the
process of detormining non-congruent axes, correspending colume of Bectioa

B will be determined. In the example ths non-oongrueat factor, later
recorded in colurm 4 of Section A, var used in obtaining column k' of
Bsction B. Thess steps are subsequent to the present step.,) Follov the
procedurs outlined in the foregoing step . For sach additionsl colum
added to 3scticn B there ie an additional entry in ths correapomding row
of Saction E. Bteap &3 glves the gsneral rrocedure for determining the
ontries in the Section E row,

g. Dotermine the first non-congrusnt axis,

1} Record unity 1n the firat ocolusrm of Baction C in eomo row that is
not a plvot row. In the example colwem bt 4sd not bsen rscerded in
Lacticn B ard zov § war nobt & pivot Yow., Unity was recorded in yov 1
of Baction B ccluza k", (Ths rot sslected ie likely to bscoms the next
pivot row whon oseputabicns return to Section B,)

2) TRacord zercs in the first ocolumn of Section € in othar rcws that are
ave pivot cows. In the exsmpls, .(000 was recorded in row il of
Bestion ¢ column 4%,

3) ¥altiply the firet colima of Sectlon C(‘Jsing thoes entries already
recordsd) by the lsst columm recondod in Sectica B, divide the
resulting sus of producis by the pivot entry in the colurn of Section
B, and record ¥ith reverse slin Ain the correspondin, pivot row 4n

LS - R S T R I3




L)

5)

7

8)

N

C”‘

S8action C first columa, In the example:

a) Bection C column 4* was multiplied by Seoction B column 8¢,
yislling:

(.7034)(1.0000) + (.4984)(.000) = .7034,
b) This result was divided by the 3' pivot entry:

~T054/(-1.0263) = -.6854

¢) The sign of the result was changsd and the .6854 w3 vecorded
in Section C colymm 4" in rov v, the 3¢t pivot row,

Multiply the firet solumn of Section C by the next to last column recorded
in Bection B, divide the resulting sum of mroduuts by the pivot entry

in ths column of Ssctiox B, and record the result with opposite sign

in the pivot row in the firat column of Saction C. In the example,

colwm U* of Section C was rmultiplied dy column £!' of Seotion B,
The result wag divided by the 2'pivot eniry (in row 111) end this

result s recordad with onposite sign in Bection C column 4" row

111, the ¢+ pivct row.

- [{.3454)(1.0000) + (-.6138)(.0000) + (-.411k)(.6354)] /.981
. - (.063.2644)/.9U8L = -.0669

Continue the procsse desoritad in steps 3 and U working baock ons
coluarn of Secticn B sach ¢ise and recording the resuldl in the pivod
1w ia the firet coluzmn of Oscticn G, All entries in the colwmn of
Ssction © will then b3 dsatemined.

Sun ths firedt coluwnn iz Sectisa C and record the rocult in the

rov,

Cotain the sun of squares of the eniries in the first column of
Ssrblan C (excluaive of the X eniry) and racord ths result in the

L row.

Ottain tha square root of the sntry in the Lo?  rov, vecording in
the 1/,:1;; o, 2nd ike reciprocal of the square root, recording

in o ;/1/_&?’ v, Thsas conpubations ray be chectsd by multiplying
the 1/ 2% oentry by the Zo¢® ontry, the reault sionid agree with the
Vr):;;‘" entry within 12 of whe lest dacimnl place carrlad,

ralt3niy sach zatry in the colun of Section € by tha }7/{,’5":;:- sntry
mrd aevinl o ths cocvessodliy column of Seotlon A, Pocualis from
a0l ma B of {sscton © werv rectrl.d in colurn 4 of Sestion A, To

ahnak nocha arct e L L0 Wuitie Wis D oeniry In the coivua of Section
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1.

J;

by the 1‘,53 and recard in the Ch row of the 8ection A oolumn,
Sux the entries in the Bection A column (exolusive of the Ch
entry) snd record in the L row, The Ch and L entries should
agree vithin 42 of the last decimal place carried.

10) Obtain the sum of squares of the entries in the nev Bection A
columa and record the result in the It* rov. This entry should
squal unity within +1 in the last decimal place carried.

11) Check that the product detween the nev column of Eeotion A and
and euch preceeding column of HBection A 1a zero within #1 of the
last decimal place carried.

Compute & rev columa of Section B for the column added to Section A.
Follov the procedure outlined in step 8. Also ses zcoents on procedure
in Bection f.

Conpute & nev coluan of Ssction ¢ for the mext non-congruent exis. Repeat
step g intorprating the diteotiions to indicate the second non-congruent

axia verever the firest non-congrusni axis is mentionsd.

Repsat steps h apd 1 for subssywind nen-cangruent sxes until all colwuns of
Section A are ccanlated. The columas edded to Saction A contain the directicn
cosines of the non-oongruens axes, Thess columns may be topied into a

.amA(or AMUB) matrix such as is given in Tadle 6.
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Table 37

TRAKSFCRMATION TO CONGRUENT
FACTORS FOR A FICTTTIOUS EXAMPLE

T

BrA
Reference Congruent Factors
Factors A B C
i .135% L0175 - 3571
11 L87 -.3618 L2954
114 -, 5023 6682 03549
iv 6812 3421 -. 7565
v -.2153 -.5218 -~.5611

B . 5720 ] 59‘2 - slm
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h. Detarmination of latent Roots and Vectors

Given a sysmetric matrix AO’ such as in Tadble 39, it 1s
sired to compute a matrix of latent vectors and the corresponding
tent roots. The matrix Loz in Table 43 iz a close approximation

of the matrix of latent vectors for the exaxple. Ths diagonal entries
in matrix Az of Table 43 ara closs approximations to the latent roots
for the oxanple. The method to be described is an adaptation of ths
succesaive rotations method devsloped by Truman L. Xelley (1L).

Each rotation transforms the axes to closer approxirations to the
latent vecvors, with any desired dsgree of rrocisicn being obtainad
by taking more rotations. It may be necsssary to carry more decimal
Places in latsr rotations to reslire the psteatial precision. In the
exazpla ouly two rotatlicons were computed to odtain a fair degree of
recision. Mcat sallent feulvres of the procedure are illustrated

hovevar.

Tabies 40 enl 4l contaln the computations for the firat
rotaticn ard Tables 42 and 43 contaln the cauputubiona Yor the second
rotation. Ezch rotaticn starts from an A atrix end produces a revised
A matrix. Eotatiocn 1 atarted frcm the Ay w-trix of Table 39 and produced
the A, satrix in the lover right of Tabls 5. Rotation 2 started from the
A, matrix and producsd the A, matrlx in the lower right of Tadble 43, Rote
that sach of these A mtrices 18 symmeiric {each row of the matrix has
idnsticel ertrios with those of the corseepradlug column), The largest
entriza ars in the dlaronal from ugpper reft 49 lovwsr “ight and from

revntion o moiation e aff-diswcnal enivrisa are bocosing smallsr. The

sorubion ocrurg whan the ofC-dlagoral entriv s becomw zoro. Tho diegamal
sotries are then tke latesnt rcote. Tach xwiablon has a mutrix relating
the A rmeirix sr-dazed by that rotacion to U oviginul "“0 natrix, 1ta
Ag, Deiwix for tre Firsd motution (s in tre upse loft of Tadle 4,

Tho AQ metrix for roietion 2 is in tha upjer left of Patle L8, When
the olf-dlazensl antries in the A matrix srs rero, the A xeiriz contains

¥l
&

thy latent veclcrs.

In =ie following Adreciicong, only o309 rotutinn will he covaered
8 ’ X
axzliciily. It 15 er;.cted thob as wany o.0 rotatlons will be taken

e3 nassagary ba Tl Ve practolon desir:l for eny pertlcular solution.
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a. Yor each rotation prepare a set of vork sheets. Tables 4O and 42
1llustrate the set up for Work Sheat 1, Tables Ll and 43 illustrate
the set up for Work Sheet 2. ZXach matrix in these #ork sheets is to
Yo the saus size as the matrix AD.

b. Obtain the entries In the B and C matrices from the precesding A matrix,
Yor Rotation 1 the ‘0 matrix is used, for Rotation 2 the Al matrix is used,
etc.

1) ¥iad the largest off-diagonal entry irrespective of sign below the
diagonal of the preceedinz A mavrix. In Rotation 1 of the example,
the largset entry, ignoring sign, bslow the diagonal of matrix Ao
In Tsble 39 is .58 in row 5 and column 2.

a) Subbtract the diagonal entry for the row of the melected off-
diagonal entxy frum the dimgonsl for the oolwm of tho solected
off-dlagonal sntry. For the sxample: the dlagonal of rov 5 1a
1.55, the diagonal of column 2 is 1.2), subtraciing 1.5% from 1.21
ylelds .34,

%) Divide the difference in diagonal entriss by the off-dlagonal entry,
ignoring the slagn of the off-disgonal entry. Record the reeult in
the cell of matrix B corresponding to ‘che selected off-diagonal
entry. Note that the slpn of the resuil will deopend only ca the
cign of the difference betwsen tue diegcnal entriss; thus, if the
dlagenal entry nearsr the upyor left is larger tham the diagonal
entry tovard the lover right, the sign 1s plus; if ths reverse is
true, that 1a of the two dlezonal entriss, the sscond dlagonal entry
frey upper lefh to imver right 1s the larger, the slgn 18 nagntive.
For the example:

-.3"/’.58 .°t59

vhich 18 rscorded in the metirix BOl row 5 end colunn 2 cell,
Tho sign {8 minus bocauge the second diagrnal entry of matrix
AG 18 loaa %han tps f4fth diageral entry, The entry in row 8
aand colum 1 of mabrix }301 1lluetratea the crpe whsn the entry
is poeltive. The firut diaginal entry of matrix Ao is larger
than the thiid dlepgons) enlry of matrix AO. Tho Blgn of the
.10 in row 3 and colw 1 of masrix Ao ia ignored.

D N
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Fron Table My £ind the o value corresponding to the b entry

in the B matrix, The 8i;.. of the entry in the B matrix 1s ’
ignared ia finding the corresponding c value. Xor the example:
the .59 from rov % and column 2 of matrix 501 is in the interwal
of b valuss of Table 44 of .%7-to-.59 for which the corresponding
¢ wmalue is .75.

} In case the entry in the B matrix is plus, record the o value
fcuod in step ¢ in the corresponding off-diagonal cell of the
matrix ¢ with the sign of the correspording entry in the A matrix,
Rocord unities in the corresponding diagonal calls of the C matrix
and cory the off-diagonal entry reveroing sign, into the syjmetrical
call adove ths die-.nal. For an example note the entiiea in rows

1 and 3 and colums 1 and 3 of matrix Cyy in Table bo.

) In cass the entry in the B matrix is minus, record the o valus _}:'-; 3
in the tvo corresponding diagonal colls of the matrix C. Record ’-;‘3";
unity In tks corresponding off-disgonal cell of matrix C and RGN
assign it iks same sign as the off-diagonal entry in matrix A, e e

and rscord unity with the oppoeite sign in the symmetric cell
adove the diagonal of matrix C. This step was followed for the
entriea in rows 2 and 5 and colurms 2 and 5 of the matrix 001
in Table hO.

) If the off-disgonsl entry in a C matrix is ,30 or larger,
ignoring sZgn, the rows and ccluzm3 of the entry are to de
exclulied frow further conslderation in deterwuining other
ettries 4ia the B and C mtrices. 'This is true for the
exazple viere the largest off-diagonal entry in matrix AO
vag In oow 5 aad column 2 which ylelded off-dingonal entries
of ucity in meirix c01‘ The rows and columns 2 and §

wers then excliuded from the following sleps in determining
other eatries in matrix 001.
rotation ncne of the off-dlegonal entries in matrix 012

In the case of the egecond

of Tatle 42 were ,30 or larger and no rows or columns
were encludel froz further coaslderation in determining

other entries in the C,, matrix. As a consequence,

12
geveral off-disgonal entries appear in each colum of
watrix (!1 » Woenever the C molrix off-disgonsl entry is

»30 or larger, only this off-diugonal entry should appear
in its row or colwm of matrix C,
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2) Belect the next to the highest off-diagonal entry, irrespective of i
sign, below the diaganal of the A matrix. Do not consider any entry ;
in a rowv or column that has desn excluded from further consideration
in step l-f. In the example, in Rotation 1 rows 2 and % and colwnnas
2 and 5 vere excluded from further consideration in step l.f. The
naxt highast off-diagonal, irrespesctive of sign, in matrix Ao of
Table 39 in the rovs and columns 1,3, and 4 remaining is -.10 in
rov 3 and golumn 1. The .11 in row 5 and column 3 is not to be ‘
considered, When the orff-diagonal entry has been selected, follow
the procedure of stops l-a to l-f in obtaining the entry in mairix C,

In Rotation 2, the highest off-diagonal entry irrespective of sign

of matrix A, of Table 41 was =.10 in rov & colwm 1. This ylelded

an off.disgonal matrix 012, of Table 32, entry of -.12. 8ince this
entry vas not largd enough, ignoring sign, to cause the exclusion of
rows and ocolumne 1 and 4, the entry of .09 in row 4 and columm 2 of
matrix Al could bo selected second. This yleldud an entry of .11 in
rov & and column 2 of matrix C,p+ The selection of entriss in the A
Zatrix, from high to low, and subssquent determination of entriss in the
C matrix is to continue until there are no xore off.diagonal entiies

in matrix A from wvhich to select,

A special case exlsts vhen a C matrix entry of .30 or greater,
irreepective of sign, occurs on'later selection of off-disgonal
entries in matrix A and there is already an entry in the row or
column of this entry in the C matrix, In this case,thls entry is
not to be recorded and the rows and columms in which 1% 1s located
ars to be excluded from furthsr consideration in thes selection of
sdditionsl entriea in matrix A.

¢. Compute the entries in the T matrix. In Rotation 1, Table.40, matrix Toy
ia identical with matrix 001 which 1s, therefors, to bs copled. In all
subseqrent rotations the T matrix 1 to bo odtained by multiplication of
of the precssding Amatrix by the present C'matrix (ese Seotica 5, paragraph
¢ for the procedurs in multiplication of metwicss). In Rotation 2, Agy
for Rotaticn 1 in Table 4l 18 multiplied by matrix Clz in Table 42 to
produce catrix T

02 of Table 42. In obiaining the Ch row of watrix T,
multiply the £ xow of the preceding A watrix by the columms of the C mstrix.
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[Yor Rotatiom 1, thy sune of the columms of the C matrix are to be

recorded im the Ch rov of matrix vr°1.) The sums of the colums of
the T matrix (exclusive of the Ch entries) are to be recorded in

2)

3)

Z row and should sgree with the entries iun the Ch row within %2
the 1agt decimal place carried, Aftzr the matrix T has been

» the rows are tn be sumed and the results entered in tle

L column. The sums cen be checked by summing both the £ row and the
E column., These two sums should agree,

copute ths E matrix. For an exampls ses Table 42.
1) Obtain the flra. colusm of the E matrix.

#) Obtain the sum of squares of the entries in tho first column
of matrix T apd record the result in the first row ard first
coluun of matrix BE.
b} Obtain the eum of products betwsen the entries in the first
colurn and sescond ocolumn of matrix T aud record the result in
the second row and first column of matrix E,
¢} Obtain the sun of products between the entries in the firat
column and each of the remaining columns of Matrix T and record
the results in the corrsepriding rovs and column 1 of matrix E.

4} Obtain ths cus of products botwesn the entries in ths first
colwm and the & colum of watrix T and record the result in the
Ch row and column 1 of matrix E.

) Swn the entries(excluuive of the Ch entry) in the first column
of retrix B and recori the result in the E row ard coluwrm 1. The
Ch entry snd the I entry should apmres within 12 in the last
dscimal plece carried.

£} When the entries in the first colwm of matrix E havs been

chacked in step e. thess entries may be copied into the first
rcw of matrix K.

Obtain each of the other columns ofthe matrix E by firding the

axms of producta between entries in the corresponding colum and

sach of the other coluxns of matrix T. The sum of squares of euiries

in each column of matrizx T s to be recorded In the cormeercnding
dlzgomal cell of matrix B,
Poudie sach disgonal entry in matrix Z and record the result in the

corrzspondlng coll of column ao,d.
v
t%s dlsgonal entrios, double this eum and record in the Ch cell cf
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cclunn 2e T Then sum the entries in the column 2e 13 and record
the result in the L cell of the column, The entries in the Ch
cell and L cell should agree.

4) Obtain the square root of each diegonal entry in matrix E and record
the resuiis in the Vo—;k TOV, :

%) Obtain the reciprocals of the square roots determined in step & and
record in the 1/ ﬁkk row, Multiply each diagonAl entry by the F
corresponding 1/Ve, . This product should agree with the V;-xk )
within 42 in the last decimal pluce carried,

o. Obtain the ¥ matrix., For an example see Tabls k2,

Ry

1) Copy the llﬁkk entries into the dlagonel cells of matriz P,

2) Multiply each off-diagonal entry in metrix E by the 1/{;,‘k at
the bottom of the column containing the entry, dirvide this product
by the 2e 13 at the right of the row containing the entry, and record
the result with reverse sign in the corresponiing cell of matrix ¥,
For exampls, the entcry in rovw 2 and colum 1 of the matrix Ea in Table
42 1s multiplied hy the 1/ ‘/;‘kk entry at the bottom of colum l:

"00110 X 09726 B - .01%%60'
this result is divided by the 2e 33 in row 2

~.0106980/2,2140 = -,0048,
which is recorded with opposite sign in row 2 column 1 of the
matrix 3‘2.
3) Outain each entry In the Ch columm by:

¢) Multiplying by 3 the squave rcot of the dlagoual entry in
the corresponding row of matrix ¥ (this square root caa be
found in the x";'.; x TV in the column of the Alagonal entry),

b) Subtracting from the product of step &, the sum of products
vetwaen the entries in the rov of mat:rix B and the entrles in
in the 1/{?kk rov (including the dlagonsl ontry), and

¢) Divtding this remul)t by the 7o 5 for the row,.
The computatiors for the first Ch entry in matrix Fa in Table
42 are derived from the first row of matrix Bz.

s x 1.0282 - [(1.0571)(.9726) + (-0110){9505)
4+ {.0%08)(9621) + {-~.0203){9775)
+ (.0080) (.9928)]- 204566026
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2.04966926/2.1142 = ,9695
{The subtractions in step b may be accomplished by adding the
products with the signs of the entries in the F matrix row reversed.)

&) Sum the entries (exclusive of the Ch entry) in each row of the matrixz F
and record the result in the & column. The Ch entry and the I entry
should agrse within %2 in the last decimal place carried.

€. Compute the A matrix by multiplying the T matrix by the F matrix. (See
Sectiom 5, paragraph o for the procedure in multiplication of matrices.) In

! the exenple matricee T, and F, are in Table 42. Their product is matrix A o,

‘ of Table 43. The colums of the Amatrix are checicsd by multiplying the & row
patrix ¥ by matrix F ard recording the results in the Ch row of the i matrix.
The sairisa (exzlusive of the Ch row entries) in the columns of the Amatrix are
%0 be exxmed and the results entered in the I row. The Ch entries and the L
entriee should agree within 12 in the last decimal place carried. Sum the rows
of the swatrix and enter the results in the I column.

g.; Coapete the entries in the A'Almatrix following the procedure given in step
4 for the E matsix. The diagonal entries in the A'A matrix should de unity
#1thin ¥2 in the last decimal place carried in the Amatrix and the orf-diagonal
entries should be zero with this some degree of accuracy.

h. Cosputs the matrix product AoAby multiplying the "0 matrix dy thei eatrix.

| (See S=ction 5, paragraph ¢ for the procedure in multiplication of matrices.)

! Check itne rows of the product mat+ix AOA by miltiplying sach row of the matrix

AO vy the I column of the Amatrix and recording the results in the Ch column.

| Sum ths entries (exclusive of the Ch entry) in each rov of ths product matrix

‘ A, Leni record tho result in the I column. The Ch and I entries shold agree

#itlhiiz %2 of the last dscimal place carried.

Cepute the nev A metrix.

WL

.
=
.

1) ¥u3tiply ecach column of the preduct matrix AOA by the first colupn in the A
satrix and record the result in the cell of the first row of A correspondirg

o i.'.ha column of AO' Also mltiply the I column of A; by Ue £irst column
of the Amatrix and record the result in the first row, Ch coluzm of matrix
K. Sum the entrles (exclusive of the Ch entry) in ths first row of the
sew A matrix and recomd the result in the & corumm. The Ch entry end the

Z catry should agree to within 42 of the lest decimal place carried.
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2) Compute the remaining rows Of the nev A matrix using the , o

corresponding columns of the Amatrix and following the proceduré E

descrived in step 1. The A matrix should be symmetric 1f encugh t‘:‘

deoimal places were carrisd in the product matrix AjA. It would ;1.

bo preferradble to curry sufficient decimal plsces in this matrix \%

product to ensurw that the matrix A would be symmetric., Then, when \}:

one rov of matrix A has been computsd and checked, the entries in L

4hat rov may be copied into the corresponding column. :‘s ‘_':
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Teble 39

| AN TLLUSTRATIVE SYMMETRICAL
| MATRIX

1 2 3 b 5

1.99 -2 =20 -.08

.02 121 .01 .

01 169 .08 -1
20

W EWUND
S
Per
[=]

.00 .58 -.11 20 1.5
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%. Notes on Matrix Camputations

The computing procedures in the foregoing ssctions have desn stated
in terms of a fow standard matrix computations described in this section. Femiliarity
with the following matrix computational methods will be of gistinct assistance in
understanding the directions in the first four sectious.

a. TDefinitions:

1) A row of numbers is called a row vesctor.
Example:
$ 2 6 8 5
2) A column of numbers ia called a column vector.

TROND R DL YD L I RN 20N PPN W,

Example:
3
2
6
8
5
5) A rectangular table of numbers is called a matrix,
Example:
7 2 1 &
3 b 2 >3
8 1 17 5

L) A square patrix with entries in the diagonal from upper
loft to lower right and zeros elsevhere is called a

diagonal watrix.

Example:
. 5 0 0 O
o & 0 o
O 0 8 o
0O ¢ 0 9
’_'l - 5) A single letter may be used to designate an entire vector or
3 matrix,
Eyamples:

Note that the following exsmplee are different than the
precesding sizmpleas. The terms vector and matrix can be

applisd to any set of numbers arranged as a row, a column,
and a table,

AN A e W S At

yramr 27 S

o R O £ g W B e 3 S S R ‘:w'..tpvv-mmwzwm.w.' Y at v s T il e
« . - s s
. - .
By . D .




SR

L T

.

Lanbbm SIANY RS s

-~ By

R T

bl

Lo b,

. “ %t TN 2,
* ’ . AT - - . "

. * . . .

NI . . : ‘

»

et megpis e e = wy apen

. -117-

1) Row vector A equals:

7 5 9
2) Column vector B equals:

1
6
N
3) Matrix C equals:
5 8
3 017
2 8

6) The transpose of a matrix is the matrix with the rows of the
original matrix written as columns {or original columns written
as rows which gives the same result). The transpose is designated
by the letter for the original matrix primed.

Example:
The transpose of matrix C e C! and is:
5 8 2
8 7 8
b. Multiplication of vectors.
Consider the following two row vectors
" Vector A T 5 9
Vector B 8 3 2

Multiply the first number of vsctor A by the first number of
vector E: !

Tx8«56
Also fird the product of the second entries in the two vectors:

5x3=15
Similarly find the products of each plar of corresponding entries
in the two vectors. The third terms in the example give:

9x2=18
Sum the productas:
56 + 15 + 18 = 89,

This sum i3 the result from multiplying the two vectors. Thus:
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T™wo vectors ares multiplied by surmming products of
corresponding-entries in the two vectors,

Consider a second o. .ple; multiplication of rov vector A and
column vector B.

Yector A T

Yector B

N WU

These two vectora ere multiplied as follows:

Txl= 17
5x6=30
9x k=36
Total 15
The result of multiplying the two vectorsis the number T3.
Nots: ‘Iwo sectors must have the sams number of entries if
they are to be multiplied.

¢. Multiplication ~f Matrices:

Consider the following set of three matrices.

Matrix C Matrix F Total
5 8 b 6 3 5 18
3 K 1 9 2 7 19
2

3
Total 10 23

Product Matrix CP

Total
28 102 3 81 22
19 81 23 64 187
16 8y 22 66 153
Total 63 267 76 211 617

Consider the first rov of matrix ¢ as a row vector. Consider
the first column of matrix F as a column vector.
Multiplication of these vectors ylelds:

5Sxh4=20
8x1= 8
Total ~ 25 ’

e fetal 28, is recorded in the first row and first column of the
prodec s anteix CF.
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lultiplication of the secon row of matrix C by the first columm
of matrix F ylelas:

3zbhel2

7z1= 7

Total 1§
19 is recorded in the seccnd row and firet colwmn of the product
matrix CF. '

Similarly, the 16 in tie third rov and first column of
product matrix CF results from multiplying the third rov of
matrix C by the first colusa of matrix F.

2xbk=8
8x1=38
Total g~
When the row or colusm totals of matrix C is multiplled
by the first column of mairix F the result is the total of the
firet column of the product matrix CF.

10x 4 = %0

23 x 1= 23
total

This camputation of the total of the column of the product matrix
18 an efficient check on the camputation of the entries in the
column,

The secord column of t¥e product matrix CF is obtalned by
multiplying the rows of natrix € by the Becond column of the

matrix 5

First row, sccond column Third row, second column

5x €230 2x6=1212
8x9=12 8x9=T72
Total 102 Total.
Second row, second colusm Total row, second colunn
10 x 6 = 60
3x6n 18
23 x9 '.?;91
7Tx9=163 Total b7
Total 81
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The third column of the product matrix C 1s obtained
similarly by multiplying the rows of matrix C by the third column of
matrix F. For the fourth column of the product matrix CF, the fourth
column of matrix F is used. A check on the totals of the rows of the
product matrix CF is cbtained by multiplying the rows of matrix C by
the column of totals of the rows of matrix F,for example:

5x18 = 90
8 x 19 =152
Total 242 B
Multiplication of the row of totals of columns in
matrix C by the matr’v F coluwm of totals of rova yields ths
grand total of all entries in the product matrix CF.

10 x 18 = 180
23 x 19 = 437
Total -1.';

ivo metricss ars maltipliad by multiplying as vectors each
row of tha firat matrixz’ by each colwan of the socond matrix and

rocording the resuits in e product ratrix with a »ov for each row

of +ho firat matrix and a column for each colum of the sacond

patrix.

Note that, for two matrices to be wultiplied, the cecond matrix
must have the sams number of rows szs8 the first matrix bas number
of colicane.

tiots, also, that the order of the mutrices makes a difference in
the matrix product. With square matrices care muat be taken to
consider the metrices in ths proper order. Multiplicaticn of
matrices in the vrong order will produce erropeous rosults.
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